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Editorial Committee 

 

The 51st IIEEJ Annual Conference 2023 (Media Computing Conference 2023) was held in Toyama City 

between 28th and 30th August, 2023. The conference of this year adopted hybrid style (on-site and on-line) as 

same as the 50th meeting held on summer 2022 in Shiretoko, Hokkaido. 

 The conference site of Toyama was Toyama-Kenmin-Kaikan (Toyama Prefecture Citizen Hall), and two 

meeting rooms were used in parallel. The number of total presentations was 58, and its details were 8 

(General Session), 27 (Student session), 6 (Poster Session), 16 (Organized Session), and 1 special invited 

speech. 

The number of total attendee this year was 123, which is decreased from that of the last year conference, 

celebrating 50 years of the establishment of IIEEJ, but the conference was held quite lively. 

The paper submission category of general/student sessions was divided into Journal Track (JT) and 

Conference Track, as same as that of the 50th annual conference. To submit the paper to JT Track, authors 

should prepare the manuscript for conference (2-4 pages) and the manuscript for journal (8 pages) 

individually. The manuscript for journal will be reviewed with the same process as the usual journal paper. 

By the way, the special issue of JT papers of IIEEJ Annual Conference 2022 was published on January 2023, 

and 7 Ordinary Papers and 2 Practice Oriented Papers were contained in it. No English JT papers were 

received in the IIEEJ Annual Conference 2022. 

Concerning the special issue on JT papers in IIEEJ Annual Conference 2023, papers written in Japanese will 

be published in January 2024 issue, and papers written in English are published in this issue. 

The number of the JT paper contained in this issue is one which proposes Modality Former, a deep learning 

model leveraging multimodality MRI/CT for Hepatocellular Carcinoma (HCC).  

In the Annual Conference 2024, we will be continuing to call for JT paper submission, and we would ask 

the IIEEJ members to submit more papers since this opportunity will be very stimulating to enrich your 

research results. 

Last but not least, we would like to thank all the reviewers and editors for their contribution to improve the 

quality of papers. We would also like to express our deepest gratitude to the members of the editorial 

committee of IIEEJ and the staff at the IIEEJ office for various kinds of support. 
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IIEEJ Paper

ModalityFormer for Preoperative Early Recurrence Prediction of Hepatocellular

Carcinoma Using Multimodality MRI or CT and Clinical Data

Gan ZHAN†, Fang WANG††, Yinhao LI†, Weibin WANG†††,
Qingqing CHEN††, Lanfen LIN††††, Hongjie HU††, Yen-Wei CHEN†(Member)

†College of Information Science and Engineering, Ritsumeikan University, Japan ,
††Department of Radiology, Sir Run Run Shaw Hospital, Zhejiang University School of Medicine, China ,
†††Research Center for Healthcare Data Science, Zhejiang Lab, China ,
††††College of Computer Science and Technology, Zhejiang University, Hangzhou, China.

<Summary> Hepatocellular carcinoma (HCC), a prevalent liver cancer, poses a substantial mortality

risk. Surgical resection is the primary treatment choice, but post-resection recurrence challenges patient

outcomes, especially in early recurrenced cases. Developing preoperative early recurrence prediction meth-

ods is crucial for personalized treatment plans, improving survival time for HCC patiens. Existing clinical

data-based predictions overlook imaging modalities, while radiomics-based methods suffer from limitations

imposed by predefined features. In this light, we propose ModalityFormer, a deep learning model leverag-

ing multimodality MRI/CT for HCC early recurrence prediction task. ModalityFormer utilize tranformer

architecture to capture inter-modality context and utilize adaptive fusion module to effectively combine

prediction logits of all MRI/CT modalities. Consequently, promising results are achieved in our prediction

task. Furthermore, we introduce a fusion model called ModalityFormer++, which integrates multimodality

MRI/CT with clinical data. Through detailed experiments, we demonstrate that our ModalityFormer model

outperforms other state-of-the-art methods. Additionally, ModalityFormer++ exhibits superior performance

compared to models relying solely on multimodality MRI/CT or clinical data.

Keywords: Early recurrence prediction, HCC, Multimodality MRI/CT, Transformer, Adaptive fusion mod-

ule

1. Introduction

Hepatocellular carcinoma (HCC), a primary liver can-

cer, poses a significant threat globally, ranking fifth in

cancer frequency and second in cancer-related deaths1).

Predominant in East Asia and sub-Saharan Africa, it con-

stitutes 82% of liver cancer cases2). Established HCC

treatments include surgical resection, liver transplanta-

tion, targeted therapy, immunotherapy, chemoemboliza-

tion, and radiofrequency ablation. Surgical resection, pri-

marily recommended per clinical guidelines3)-5) for HCC

patients in the early stage, presents a high risk of recur-

rence post-resection, exceeding 10% within one year and

reaching 70-80% within five years6). Identifying patients

at high risk of early recurrence is crucial for personalized

strategies, ultimately improving survival7).

Various methods exist for preoperative early recurrence

prediction in post-resection HCC patients8)-12). Clini-

cal data methods, using machine learning to map clini-

cal variables for prediction, a limitation in clinical-based

methods is: they neglect medical imaging information

from MRI and CT scans. These imaging modalities are

vital non-invasive tools for detecting HCC malignancy,

impacting patient prognosis in terms of recurrence. Sub-

jective clinical lesion assessments are insufficient to re-

place the role of medical imaging in early recurrence

prediction. Radiomics9), 13), offering a quantitative ap-

proach, extracts robust image features from MRI and CT

scans, but it requires tedious feature selection to identify

critical features relevant to the task.

In recent years, deep learning has proven highly ef-

fective in medical image analysis, surpassing traditional

radiomics methods14) due to automatic extraction for

task-relevant features without manual intervention. Ap-

proaches have been proposed for early recurrence pre-

diction in HCC using deep learning. Wang et al10) pre-

sented a model using early fusion to combine CT scans

for prediction(shown in (a) of Fig.1). Wang et al fur-

ther introduced the joint loss to extract critical modality-

specific features11). Later, Wang et al proposed the Deep

-- Special Issue on Journal Track Papers in IIEEJ Annual Conference 2023 --
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Phase Attention model12), incorporating intra-phase at-

tention for modality-specific features and inter-phase at-

tention for inter-modality features (shown in (b) of Fig.1).

However, the connections between modalities and their

relation to recurrence are not well-explored. Certain

studies15) suggest that the self-attention mechanism in

Transformer architecture outperforms conventional at-

tention modules in context modeling.

With these observations, we propose a deep learning

method, ModalityFormer, for HCC early recurrence pre-

diction using multimodality MRI or CT. Compared to

single-modality MRI/CT, multimodality facilitates the

assessment of malignancy severity, a crucial factor in

HCC recurrence16), thus we conduct our study on mul-

timodality MRI/CT. Inspired by the robust contextual

modeling capability of Transformer models17), Modality-

Former formulates each modality image feature as a token

of the MRI/CT modality sequence, then it utilizes the

Transformer architecture to capture the inter-modality

correlations at the feature level, and merges prediction

logits of each MRI modality at the decision level by the

adaptive fusion module. ModalityFormer is built based

on the Transformer based model18), unlike it, the Modal-

ityFormer first produce the modality-specific prediction

logits (shown in (c) of Fig.1), and then it further com-

bines them at the decision level using adaptive fusion

module. Although averaging can simply fuse the pre-

dictions logits from all modalities, considering the differ-

ences among modalities, adaptive fusion module assigns

a learnable weight to each prediction logits, and then it

conducts the weight sum to obtain the final prediction

logits. Based on the ModalityFormer model, we also pro-

posed a fusion model (ModalityFormer++) to combine

the multimodality MRI/CT with clinical data. Exten-

sive experimental results reveal that our ModalityFormer

Fig. 1 Comparison of our proposed method with exist-
ing deep learning methods on our prediction task,
the difference lies in exploring inter-modality cor-
relations using Transformer not conventional at-
tention, and fusing multimodality prediction log-
its not features.

outperforms state-of-the-art methods, and our Modal-

ityFormer++ combining multimodality MRI/CT with

clinical data surpasses models using only multimodality

MRI/CT or clinical data.

Our study’s contributions are as follows: (1) We inno-

vate by treating each MRI/CT modality image feature

as a token in the modality sequence, effectively capturing

inter-modality correlations using the Transformer archi-

tecture. (2) Unlike existing methods10)-12) that use con-

catenation or attention modules for feature-level fusion,

we introduce an adaptive fusion module for decision-level

fusion of modality prediction logits. (3) Experimental

results on multimodality MRI and CT scans show our

approach outperforms existing methods for HCC early

recurrence prediction.

2. Materials

This study is approved by Sir Run Run Shaw Hospital,

Zhejiang University School of Medicine and Ritsumeikan

University. The multimodality MRI and aligned clinical

data are sourced from Run Run Shaw Hospital. In this

retrospective study (2012-2019), 659 HCC patients un-

derwent liver resection and were pathologically confirmed

at Sir Run Run Shaw Hospital Affiliated to Medical Col-

lege of Zhejiang University. All patients had preoperative

enhanced MRI; exclusion criteria include: (1) Received

prior anti-tumor treatments, such as TACE, RFA; (2) In-

complete clinical data; (3) More than 30 days between

preoperative MR examination and surgery; (4) Poor im-

age quality, such as the presence motion and other arti-

facts; (5) Less than 2 years follow-up after surgery. Our

study includes 289 patients, with 108 (37.4%) having

early recurrence (ER) within 2 years and 181 (62.6%)

identified as non-early recurrence (NER: more than 2

years or no recurrence)19). Patients primarily treated

with surgical resection were prioritized. Besides MRI, we

also test on multimodality CT scans and aligned clinical

data. For CT data, detailed information was introduced

in existing work11).

2.1 Magnetic resonance imaging(MRI)

Multimodality MRI (Magnetic Resonance Imaging) of-

fers valuable insights into early recurrence through vari-

ous imaging modalities. Axial fat-saturated T2-weighted

images (T2) provide excellent contrast, delineating tumor

size, location, and relationships with surrounding tissues

precisely. Diffusion-weighted imaging (DWI) reveals tis-

sue cellularity and tumor edge localization based on wa-
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ter molecule diffusion. The arterial phase (T1 ART) of

T1-weighted images highlights HCC lesions and vascu-

lar invasion, exposing tumor blood supply. Portal vein

phase (T1 PV) aids in distinguishing HCC lesions from

liver parenchyma through visualization of hepatic portal

blood supply20),21). Figure 2 illustrates these modalities

for an NER and an ER patient, showcasing unique tex-

tural characteristics of the tumor area. Even for senior

radiologists, visually distinguishing between NER and ER

patients based on tumor differences is challenging.

Table 1 details the imaging parameters for T1, T2,

and DWI. Dynamic contrast-enhanced imaging was ac-

quired at arterial (20 s), portal venous (60 s), and delayed

(180 s) phases post-injection of gadopentetate dimeg-

lumine (magnevistt®, Bayer Schering Pharma, Berlin,

Germany). The injection rate was 2.5 mL/s, followed

by a 15-mL saline flush. Each MRI modality includes tu-

mor annotations with regions of interest (ROIs) outlining

lesions drawn by a 9-year-experienced abdominal imag-

ing radiologist. To ensure accuracy, all delineated lesions

were reviewed and, if needed, modified by another senior

radiologist with 12 years of experience. The combined

expertise of both radiologists enhances the credibility of

the manually delineated regions.

Fig. 2 An example of T1 ART, T1 PV, DWI, and T2
MRI images of NER patients and ER patients in
our study.

Table 1 Details of the imaging parameters for T1, T2,
and DWI. TR: repetition time; TE: echo time;
ST: section thickness; FOV: field of view.(3.0T
MRI, GE SIGNA HDxt, Waukesha, Wisconsin,
USA)

Parameter T2-weighted
imaging

Dynamic
T1-weighted
imaging

Diffusion-
weighted
imaging

TR (ms) 6000 2.57 6000

TE (ms) 90 1.18 60

Flip angle (°) 90 12 90

Matrix 320× 320 320× 195 128× 104

ST (mm) 6 4.4 6

FOV (mm2) 380× 304 380× 304 380× 304

2.2 Clinical data

The clinical data aligned with our multimodality MRI

study includes factors like gender (female or male), age,

HBV infection (no or yes), liver cirrhosis (no or yes), tu-

mor size, Tumor counts (single or multiple), AFP (alpha-

fetoprotein), ALB (albumin), TB (total bilirubin), PLT

(platelet count), CP grade (Child-Pugh grade: A or

B/C), ALBI (Albumin-Bilirubin Index: 1 or 2/3), and

BCLC stage (Barcelona Clinic Liver Cancer stage: 0/A

or B/C). Certain pathological factors (as shown in Table

2), such as ES (Edmondson-Steiner) grade and microvas-

cular invasion (MVI), weren’t included in our study as

they’re only available post-surgery, unsuitable for preop-

erative research. We maintain and justify the distinction

between the score and individual values. Our study in-

cludes a complete set of 13 clinical features, all crucial

for predicting early recurrence in HCC. To ensure thor-

ough analysis, we chose not to perform feature selection,

incorporating all features into our research.

Table 2 Clinical variables of patients with ER and NER

Clinical factors Level Total NER ER

Gender Female/male 51/238 30/151 21/87

Age ≤ 60 / >60 165/124 95/86 70/38

HBV infection No/Yes 47/242 34/147 13/95

Liver cirrhosis No/Yes 127/162 86/95 41/67

Tumor size(cm) ≤ 5.0/ >5.0 202/87 141/40 61/47

Tumor counts Single/Multiple 259/30 169/12 90/18

AFP(μg/L) ≤ 200 / >200 203/86 136/45 67/41

ALB (g/L) ≤ 36 / >36 66/223 32/149 34/74

TB(μmol/L) ≤ 19 / >19 200/89 124/57 76/32

PLT(×109/L) ≤ 100 / >100 93/196 54/127 39/69

CP grade A / B, C 260/29 167/14 93/15

ALBI 1 / 2,3 231/58 147/34 84/24

BCLC stage 0, A / B, C 252/37 170/11 82/26

ES grade I, II / III, IV 240/49 155/26 85/23

MVI No/Yes 165/124 117/64 48/60

Fig. 3 The overall pipeline of our ModalityFormer
model on multimodality MRI and clinical data.
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3. Proposed Method

Our proposed prediction method’s overall pipeline is in

Fig.3. Illustrating with the multimodality MRI model:

For each patient, we input each MRI ROI into a ResNet-

based feature extractor, generating modality-specific im-

age features. Concurrently, clinical data goes through

a fully connected (FC) layer for clinical features. MRI

modality image features are then combined with clinical

features, passing through a Transformer encoder block to

capture inter-modality correlations. Next, five FC layers

project the output features to prediction logits for each

MRI modality and clinical data. Finally, an adaptive

fusion module combines all prediction logits, assigning

learnable weights for each modality to produce the final

prediction logits. In the following section, we would de-

tail the feature extraction module, transformer encoder

block, and adaptive fusion module components.

3.1 Feature extraction module

3.1.1 ResNet feature extractor for MRI

ResNet22) has proven remarkable performance in com-

puter vision domains. We adopt it as the foundation

for our modality image feature extractor by removing

the last fully connected (FC) layer. Considering our

limited dataset size, we choose the compact ResNet18

variant pre-trained on the ImageNet dataset23),24). To

adapt the ResNet model, originally trained on natu-

ral images with a shape of 224 × 224 × 3, to our MRI

data. We selected the most representative slice (con-

taining the largest tumor area), along with its two ad-

jacent slices in each MRI modality. Then we extract

the ROI corresponding to the tumor region from these

slices. Subsequently, we resized the ROI to 224×224×3,

creating inputs for IT1 ART , IT1 PV , IDWI , IT2. Each

of these inputs was fed into a separate ResNet fea-

ture extractor to extract the modality-specific image fea-

tures.The resulting features in each modality are denoted

as fT1 ART , fT1 PV , fDWI , fT2, the shape of them is uni-

formly 1× 512.

3.1.2 FC layer for clinical data

In our study, we include 13 clinical variables (Iclinical)

in our analysis. To effectively use these variables, we use

an FC layer, projecting clinical data onto 512-dimensional

high-level features. After the FC layer, we apply a ReLU

activation function and a dropout layer25). The dropout

layer helps address overfitting risks by mitigating poten-

tial over-parametrization in the clinical branch. Thus, the

FC layer enables us to obtain clinical features denoted as

fclinical.

3.2 Transformer encoder block

The Transformer model17), initially for natural lan-

guage processing, uses a self-attention mechanism for

inter-token correlations within a sequence. Its ver-

satility extends to computer vision, like the Vision

Transformer26), where images become patches serving as

tokens. Inspired by it, we treat each modality image fea-

ture and the clinical feature as tokens, totaling five to-

kens. The intercorrelations within multimodality MRI

and between multimodality MRI and clinical data form

the token grammar for our prediction task.

Transformer encoder block contains four transformer

encoder layers. We concatenate the features above from

different modality: fT1 ART , fT1 PV , fDWI , fT2, fclinical,

to obtain the feature vector ftrans (shape: 5 × 512).

Through linear projections, we transform the concate-

nated features into the query (q (ftrans) = ftransWq),

key (k (ftrans) = ftransWk), and value (v (ftrans) =

ftransWv) vectors in the self-attention mechanism of

Eq.(1) (here, we omit the multi-head setting for clarity).

Attention(ftrans) = softmax( q(ftrans)k
T (ftrans)√
dk

)v(ftrans)(1)

Applying the softmax function to the dot product be-

tween the query (q(ftrans)) and the transposed key

(kT (ftrans)) could produce the attention map. The at-

tention map is then multiplied with the value (v(ftrans))

vector, encoding the intercorrelations within the tokens.

To mitigate the issue of large dot products resulting from

the high dimensionality of the kT (ftrans) vector (dk), the

dot product result is scaled by 1√
dk

to ensure stable gra-

dients during the softmax operation.

Figure 4 illustrates the process of obtaining the

T1 ART phase features: By splitting the query repre-

sentation q(ftrans) in Eq.(1) along the token dimension,

we obtain the query vectors qT1 ART , qT1 PV , qDWI ,

qT2, qclinical for each modality. Similarly, we obtain the

key vectors kT1 ART , kT1 PV , kDWI , kT2, kclinical and

the value vectors vT1 ART , vT1 PV , vDWI , vT2, vclinical.

Fig. 4 An example of capturing the intercorrelations be-
tween T1 ART phase with other modalities.
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Specifically, for the T1 ART phase, the query vector

qT1 ART is subject to a normalized dot product operation

with the key vectors of all modalities. This operation pro-

duces the attention scores, which represent the intercor-

relations between the T1 ART phase and all the modal-

ities.Subsequently, these normalized attention scores are

multiplied by the value vectors of their respective modal-

ities, effectively extracting the features from the target

modality that are associated with the T1 ART phase.

Finally, by summing the weighted modality features, we

obtain the features that encode the intercorrelations spe-

cific to the T1 ART phase, as illustrated in Eq.(2), where

m ∈ {T1 ART, T1 PV,DWI, T2, clinical}.

ST1 ART =
∑

a(qT1 ART , km)×vm (2)

Following the same procedure, we obtain the encoded fea-

tures for each modality ST1 ART , ST1 PV , SDWI , ST2,

Sclinical as shown in (B) of Fig.3. And we feed them into

the subsequent process (such as (c) in Fig.3).Finally, we

obtain the ultimate features for each modality, namely

f ′T1 ART , f ′T1 PV , f ′DWI , f ′T2, f ′clinical as shown in

Fig.3.

3.3 Adaptive fusion module

Each modality within our MRI data and clinical branch

plays a distinct role in our prediction task. Consequently,

it becomes imperative to capture their modality-specific

features that are pertinent to our task. To address this,

we first utilize a FC layer on the ultimate features to

generate prediction logits(LT1 ART , LT1 PV , LDWI , LT2,

Lclinical). Subsequently, we apply the sigmoid function

to map these logits to prediction probabilities (y′T1 ART ,

y′T1 PV , y′DWI , y′T2, y′clinical). By computing the cross-

entropy loss between each prediction probability and the

corresponding ground truth label (denoted as y) of the

patient, we guide our model to learn the modality-specific

features. Then, the adaptive fusion module assigns learn-

able weights (wT1 ART , wT1 PV , wDWI , wT2, wclinical) to

each prediction logits. The final prediction logits are gen-

erated by summing the weighted prediction logits from

all modalities as shown in Eq.(3). To get the final predic-

tion probability y′final, we apply the sigmoid function to

the final prediction logits and calculate the cross-entropy

loss between the final prediction probability and the cor-

responding ground truth label of the patient (y). This

adaptive fusion mechanism effectively integrates informa-

tion from different modalities, providing more compre-

hensive predictions for our task.The loss function used

in our proposed method can be summarized as Eq.(4),

where n ∈ {T1 ART, T1 PV,DWI, T2, clinical, final}.
Hereby, we perform our HCC early recurrence prediction

task with our proposed method.

Lfinal =
∑

wm×Lm (3)

Loss =
∑

LossCE(y
′
n, y) (4)

4. Experiments

In the next section, we will introduce the experimen-

tal settings, covering the MRI dataset arrangement and

employed evaluation metrics. Following that, we’ll show-

case results for our task using solely multimodality MRI

data, and results when incorporating both multimodality

MRI/CT and clinical data.

4.1 Dataset arrangement and evaluation met-
rics

We use Jose Vicente Manjon’s preprocessing method27)

to address MRI image artifacts, involving denoising, bias

field correction, resampling, and normalization. This

pipeline efficiently reduces noise, corrects intensity vari-

ations, ensures consistent voxel dimensions, and nor-

malizes intensity values across multimodality MRI data.

Manual MRI registration by two radiologists with 9 and

12 years of experience guarantees well-registered ROIs for

all modalities. For a fair performance assessment, we con-

duct a 5-fold cross-validation on our MRI dataset of 289

patients, as outlined in Table 3. The evaluation includes

metrics such as AUC (Area Under the ROC Curve) and

ACC (Accuracy). We calculate average metric values over

the 5-fold cross-validation, with our model undergoing 50

epochs of training in each fold. The final trained model is

selected based on the checkpoint with the lowest training

loss.

4.2 Ablation study

4.2.1 Ablation on single-modality MRI or

multimodality MRI

Before delving into multimodality MRI analysis, we

justify our research by comparing HCC early recurrence

prediction using single-modality and multimodality MRI.

Table 3 Dataset Arrangement of 5-Fold Cross-
Validation on multimodality MRI.

Label Fold-1 Fold-2 Fold-3 Fold-4 Fold-5 Total

NER 36 29 36 40 40 181

ER 21 29 22 18 18 108

Total 57 58 58 58 58 289
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For the single-modality MRI model, we use the ResNet18

architecture. In the case of multimodality MRI predic-

tion, the choice between early fusion and late fusion is

debated. Early fusion involves direct concatenation of

ROI images, and late fusion employs four separate ResNet

models, averaging the prediction logits. Results in Table

4 show the late fusion model outperforms single-modality

MRI models, supporting the importance of researching

multimodality MRI for our task. The late fusion model

is designated as our baseline due to its superior perfor-

mance.

4.2.2 Ablation on ModalityFormer

To evaluate our model components, we conducted an

ablation study introducing the Transformer encoder block

to the late fusion model (Base-Trans), which outper-

formed the baseline (see Table 5). This underscores

the transformer encoder block’s effectiveness in captur-

ing inter-modality correlations. We further assessed the

adaptive fusion module, creating the Base-Ada model,

which surpassed the baseline by using the adaptive logits

module instead of averaging (see Table 5). Integrating

these components into the late fusion model yielded the

ModalityFormer model, showing superior performance

(see Table 5). Additionally, we introduced Modality-

Former++ by integrating clinical data, outperforming

other models (see Table 5). Combining clinical informa-

tion with image data enhances comprehensive and im-

proved performance in our prediction tasks.

Table 4 Ablation on single-modality MRI or multi-
modality MRI.

Model AUC ACC

T1 ART 0.652 0.640

T1 PV 0.686 0.633

DWI1 0.639 0.609

T2 0.638 0.630

Early fusion 0.645 0.647

Late fusion (baseline) 0.688 0.661

Table 5 Ablation of ModalityFormer on multimodality
MRI and clinical data.

Model Average-
F

Trans-
E

Adaptive-
F

clinical AUC ACC

Base-line � 0.688 0.661

Base-
Trans

� � 0.693 0.671

Base-Ada � 0.691 0.682

Modality-
Former

� � 0.713 0.685

Clinical-
FC

� 0.681 0.654

Modality-
Former++

� � � 0.732 0.730

4.3 Comparison with existing methods

In comparing our ModalityFormer model to existing

approaches, including radiomics-based and deep learning-

based methods (PhaseNet and DPANet) for multimodal-

ity MRI (see Table 6), ModalityFormer demonstrated

superior predictive performance in HCC early recurrence.

Evaluating ModalityFormer++ against state-of-the-art

methods (Phase-F, Phase-F-joint, DPA-F, and clinical-

KNN) using multimodality MRI and clinical data, Modal-

ityFormer++ achieved better performance (see Table 6).

This underscores the model’s effectiveness in leveraging

both multimodality MRI and clinical data, resulting in

improved prediction accuracy. Moreover, applying our

method to multimodality CT scans and comparing it

with existing methods10)-12) (see Table 7), our method

demonstrated superior results, whether using CT scans

alone or combining them with aligned clinical data, fur-

ther validating its effectiveness.

5. Conclusion

This paper presents ModalityFormer for preoperative

early recurrence prediction in HCC using multimodal-

ity MRI or CT. The model utilizes separate ResNet fea-

ture extractors, treats each modality image feature as

a token, employs a transformer encoder block for inter-

modality correlations, and combines prediction logits

Table 6 Comparison with existing methods on multi-
modality MRI and clinical data.

Model Multi-
modality
MRI

Clinical
data for
MRI

AUC ACC

Radiomics9) � 0.686 0.636

PhaseNet10) � 0.645 0.664

DPANet12) � 0.682 0.671

ModalityFormer � 0.713 0.685

Clinical-KNN8) � 0.686 0.668

Phase-F10) � � 0.687 0.675

Phase-F-joint11) � � 0.691 0.675

DPA-F12) � � 0.707 0.675

ModalityFormer++ � � 0.732 0.730

Table 7 Comparison with existing methods on multi-
modality CT and clinical data.

Model Multi-
modality
CT

Clinical
data for
CT

AUC ACC

PhaseNet10) � 0.723 0.695

DPANet12) � 0.747 0.707

ModalityFormer � 0.781 0.710

Phase-F10) � � 0.825 0.787

Phase-F-joint11) � � 0.833 0.805

DPA-F12) � � 0.869 0.812

ModalityFormer++ � � 0.878 0.826
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through an adaptive fusion module. Additionally, Modal-

ityFormer++ extends the model to incorporate multi-

modality MRI/CT and clinical data, exploring intercor-

relations for a comprehensive understanding. Experimen-

tal results demonstrate the efficacy of both models, with

ModalityFormer and ModalityFormer++ outperforming

existing approaches, including radiomics-based and deep

learning-based methods. Notably, ModalityFormer++

achieves superior performance by integrating both image

and clinical modalities, surpassing models relying solely

on individual modalities.
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<Summary> Image quality of the computer-generated holograms are usually evaluated subjectively. For

example, the reconstructed image from the hologram is compared with other holograms or the original image.

In previous research, authors proposed image quality evaluation by peak signal-to-noise ratio and diffraction

efficiency. In the present research, the structural similarity index (SSIM) is evaluated which is considered

to have good agreement to perceptual image quality. Theory and numerical experimental results are shown

on Fourier transform transmission hologram of both amplitude and phase modulation. From numerical

simulations, bipolar intensity method, or real number calculation gives better quality than that of classical

complex number calculation. Phase hologram is much brighter than amplitude hologram, however SSIM

becomes lower except Kinoform that has optimized phase in the image plane.

Keywords: computer-generated hologram, image assessment, image quality control, diffraction efficiency,

structural similarity

1. Introduction

Computer-generated hologram (CGH) is widely used

for three dimensional displays1)–4). Its image quality

is usually evaluated subjectively, or compared with the

other holograms. For example, the quality of the in-

formation reduced hologram is evaluated subjectively by

the double-stimulus impairment scale method to compare

with the original image5). As the objective quality assess-

ment, the signal-to-noise ratio is evaluated to improve

image quality of the binary phase hologram6). To eval-

uate three dimensional signal-to-noise ratio, VSNR (vol-

ume signal-to-noise ratio) is proposed7). Other indices of

CGH, such as contrast ratio, cross talk, color dispersion,

and uniformity were evaluated8).

In our previous researches, the quality is evaluated by

both the brightness and the peak signal-to-noise ratio

(PSNR) of the reconstructed image with various calcu-

lation methods and parameters on both the amplitude

and phase modulation of the Fourier transform transmis-

sion hologram9)–11). In this paper, new insights have been

obtained by analyzing the image quality of amplitude

and phase holograms in more detail such as extension

of parameter range. Also, quality measurement metrics

are changed from PSNR to Structural Similarity Index

(SSIM)13). One reason is that in 2D image quality eval-

uation, it is known that the PSNR does not always re-

flect visual perception. Since the human visual percep-

tion is highly adopted for extracting structural informa-

tion, Structural Similarity Index (SSIM) is proposed as

an objective method for assessing perceptual image qual-

ity. Another reason is that SSIM is more sensitive to

grainy noise than PSNR. Because the grainy noise is ma-

jor noise source in hologram reconstruction as appeared

in Fig. 1(b) and the Figure referred in 3.3.

2. Calculation and Evaluation Theory

2.1 Classical calculation of computer-
generated Fourier hologram

The Fourier hologram can be calculated with the

Fourier transform of an original image1). Figure 1(a)

shows the image location in the input image plane for

the Fourier transform and Fig. 1(b) shows a numerically

reconstructed image from the hologram. In the present

paper, 2D input image size of 5002 pixel and the holo-

gram size of 1, 0242 pixel is used. As one can see from

Fig. 1(b), the reconstructed image includes the desired

image appeared as same position of the original image

and the conjugate image that appears as the point sym-

metry to the center. The reconstructed image also in-

cludes grainy noise that reduces image quality. The direct

light (or non-diffracted light) is eliminated numerically

in Fig. 1(b), by subtract the average value of the inter-
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(a) 2D image location on an input image plane

(b) A simulated reconstruction image from the Fourier
hologram

Fig. 1 Image location and reconstructed image of the
Fourier transform hologram

ference fringes from the interference fringes. It usually

appear at the center of the reconstructed image. In all

reconstruction results except Fig. 1(b), the direct light is

taken into account to evaluate image quality. The origi-

nal image should be placed off-center not to overlap with

the direct light and the conjugate image. In this paper,

the original image is located center in vertical and right

most side in horizontal. For the hologram calculation,

the pixel value other than the original 2D image is set

to zero. The random phase is multiplied to each pixel

to make the reconstructed image diffusing and bright1).

Then 2D Fourier transform is applied to the amplitude

distribution of o(x, y) with the random phase on the in-

put image plane, and the result of O(X,Y ) represents

the complex amplitude of the object beam on the holo-

gram plane. If the reference beam is collimated and its

direction is perpendicular to the hologram, the complex

amplitude of the reference beam R(X,Y ) can be repre-

sented as the real-valued constant r. The total complex

amplitude on the hologram plane is the interference of the

object and reference beam, represented as O(X,Y ) + r.

The total intensity pattern,

I(X,Y )=|O(X,Y ) + r|2

=|O(X,Y )|2 + r2 + rO(X,Y ) + rO∗(X,Y )

=|O(X,Y )|2 + r2 + 2r�{O(X,Y )}, (1)

is a real physical light distribution on the hologram.

Where, �{C} takes the real part of the complex num-

ber C, and C∗ means the conjugate of C. At the right

most hand of the Eq. (1), the first term represents the ob-

ject self-interference and the second is the reference beam

intensity. The third term is the interference of the object

and the reference beams, and contains holographic infor-

mation. In the numerical experiments, a scaled fringe

intensity pattern Is(X,Y ) is used defined as:

Is(X,Y ) =
I(X,Y )

Imax
, (2)

where Imax is the maximum value of I(X,Y ). The scaled

intensity takes the value between 0 to 1.

2.2 Normalization to keep the diffraction effi-
ciency of the hologram

In the optical hologram, it is well known that the larger

beam ratio, the intensity ratio of the reference beam over

the object beam, makes the noise on the reconstructed

image smaller. It, however, also reduces the diffraction

efficiency or the intensity of the reconstructed image, be-

cause the higher beam ratio reduces the fringe visibility

or the interference modulation depth15). In the CGH, it is

easy to keep the fringe visibility large by simply normal-

izing the hologram intensity instead of Eq. (2) defined

as:

In(X,Y ) =
I(X,Y )− Imin

Imax − Imin
, (3)

where Imin is the minimum value of I(X,Y ).

2.3 Calculation without the object self-
interference

In the CGH, it is quite easy to use only the interfer-

ence term Ib(X,Y ) = 2r�{O(X,Y )} of Eq. (1). This

idea is proposed at very early stage of CGH research2)

. Since the interference term Ib takes both positive and

negative values, it is also called “bipolar intensity16).”

The normalization defined in Eq. (3) is also applied to

make final fringe intensity In positive. “Bipolar inten-

sity” seems quite similar to normalized hologram, but it

does not contain the object self-interference that is major

source of noise. In the normalized hologram, increasing

beam ratio defined in 2.7 can reduce the contribution
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of the object self-interference. Therefore, “bipolar inten-

sity” can be considered as equivalent to set the beam ratio

of normalize hologram to infinity. However, calculation

is simpler than that of normalized one.

2.4 Numerical reconstruction

Numerical reconstruction from the calculated hologram

is performed by the inverse Fourier transform. If the 0-th

order diffraction, or non-diffracted light is very strong, it

masks the 1-st order diffraction, or the reconstructed im-

age. Therefore, to show the reconstructed image clearly,

the 0-th order diffraction light is removed numerically as

shown in Fig. 1(b). However, the intensity of the 0-th

order diffraction light must be taken into account to cal-

culate the diffraction efficiency.

For numerical reconstruction of the transmission am-

plitude hologram, the amplitude transmittance t(X,Y )

of the CGH is assumed to be equal to the fringe intensity

I(X,Y ) as15):

t(X,Y ) = In(X,Y ). (4)

Then, t(X,Y ) is inverse Fourier transformed to obtain

the reconstructed image.

For the transmission phase CGH, the complex ampli-

tude transmittance t(X,Y ) is assumed as:

t(X,Y ) = exp[−i2ΔφI(X,Y )]. (5)

Then, t(X,Y ) is inverse Fourier transformed to obtain

the reconstructed image. In the case of a sine-wave phase

grating, the maximum diffraction efficiency of 33.8 % is

obtained at Δφ = 0.59π15). Therefore, this value of Δφ

is used unless otherwise denoted.

2.5 Kinoform

From previous researches9),10), it is found that the im-

age quality of both amplitude and phase transmission

holograms depend on the random phase, applied on the

original image as a diffuser. Therefore, the image quality

of Kinoform17)is evaluated as a CGH with the optimized

diffuser11). Since the original Kinoform also uses a ran-

dom phase, Gerchberg and Saxton algorithm18)is applied

to obtain the optimized diffuser. The formulation and

procedure described in 8.3 of Reference 19) is utilized to

calculate the Kinoform, which is summarized as:

1. Prepare the original image whose pixel size is same as

the Kinoform, and apply random phase to the image.

Let o(x, y) as complex amplitude in the image plane.

2. Fouriere transform o(x, y) to obtain O(X,Y ) in the

Kinoform plane. Phase component of O(X,Y ) is the

Kinoform.

3. Replace amplitude component of O(X,Y ) to one

while keeping phase component.

4. Inverse Fouriere transform O(X,Y ) to obtain o(x, y)

in the image plane. Amplitude component of o(x, y)

represents reconstructed image and used to evaluate

quality.

5. Replace amplitude component of o(x, y) to the orig-

inal image while keeping phase and go to procedure

2.

Procedures 2-5 are repeated until the Kinoform satisfies

the requirement.

2.6 Diffraction efficiency

The diffraction efficiency (DE) is defined as the ratio of

the intensities of the reconstructed image and the illumi-

nation light. It gives the brightness of the reconstructed

image. In the numerical experiments, the reconstructed

image intensity is obtained by summing up all intensities

in the reconstructed image area as same size and position

of the original image in the input image plane.

2.7 Beam ratio

The beam ratio (BR) is defined as the intensity ratio

of the reference and the object beam, written as:

BR =
|R|2
|O|2 . (6)

2.8 Structural Similarity Index (SSIM)

In the present paper, the reconstructed image is ex-

tracted from reconstructed image plane such as Fig. 1(b)

and normalized to 8-bit gray-scale image that has same

mean intensity of the original image, then the SSIM13)is

calculated from the luminance, contrast and structure as,

SSIM(x, y) =
(μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ2
x + σ2

y + c2)
, (7)

where x and y indicate original and reconstructed images,

μ is average luminance, σ is dispersion and c1 and c2 are

constants. The SSIM is evaluated in the part of images,

for example 11 × 11 pixel block with certain weighting

function. To evaluate entire image, a mean SSIM is used.

SSIM takes value from 0 to 1. The value of 1 means tow

images are identical, and the value of 0 means two images

are quite different. From experimental results shown in

original SSIM paper13), the SSIM value over 0.9 seems

quality image. Although the original SSIM depends on

the intensity difference of images, the intensity of the re-

constructed image is adjusted to have the same mean

value of the original image in the present research.
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3. Results of Numerical Experiments

An image used in the present research is Mandrill from

the USC-SIPI image database20), gray scaled and re-sized

to fit the hologram. The pixel number of the hologram

is denoted as N × N , and N is set to 1,024. The width

and the height of the original 2D image is denoted as W

and H in pixel, respectively, and W = H = 500. For

Kinoform, hologram and 2D image are set to the same

size as N = W = H = 512. In the previous research14)

, it is found that the diffraction efficiency value depends

on the characteristics of the random phase multiplied to

input image. For example, in the classical type of ampli-

tude hologram with beam ratio of 10, average diffraction

efficiency is 0.56 %, ranging from 0.38 % to 0.71 % and

standard deviation of 0.06 %. Therefore, each result is

obtained as the average value of at least 20 different ran-

dom phases. In contrast, SSIM is stable from the random

phase. Therefore, only one calculation is enough for Ki-

noform, because Kinoform always has 100 % of diffraction

efficiency.

3.1 Evaluation results for the amplitude holo-
gram

Figure 2 shows DE and SSIM of the classical calcula-

tion (solid lines) and the normalized hologram (dashed

lines) against the beam ratio. As the beam ratio in-

creases, SSIM increases. This is because the object self-

interference remains large when the beam ratio is small

and it affect as noise to reduce SSIM. While DE of the

classical calculation decreases as the beam ratio increases,

the DE for the normalized hologram remains almost con-

stant. Therefore, the normalized hologram could obtain

higher SSIM while keeping the brightness. In the classical

calculation, SSIM takes the peak value of 0.966 around

BR of 1,000 then decrease. This is caused by the quanti-

zation error because the CGH is represented as eight bit

unsigned integer to fit physical device such as LCOS.

The bipolar intensity hologram, or the hologram with-

out the Object Self-Interference is evaluated. The beam

ratio does not make sense for this hologram. It gives

SSIM of 0.997 and DE of 0.56 %. The DE and SSIM for

three transmission amplitude holograms are listed in Ta-

ble 1. It can be said that the bipolar intensity hologram

gives the best result among three hologram calculation

methods.

3.2 Evaluation results for the phase hologram

Figure 3 shows the DE and SSIM of the classical cal-
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Fig. 2 Diffraction efficiency and SSIM against beam ra-
tio for transmission amplitude holograms

Table 1 Comparing DE and SSIM for various calcula-
tions of the transmission amplitude hologram

type DE [%] SSIM beam ratio

classical 0.07 0.966 1,000
normalized 0.56 0.994 5,000
bipolar 0.56 0.997 -
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Fig. 3 Diffraction efficiency and SSIM against beam ra-
tio for transmission phase holograms

culation (solid lines) and normalized hologram (dashed

lines) against the beam ratio. The DE of the phase holo-

gram becomes over ten times larger than that of the am-

plitude hologram. As same as the transmission amplitude

hologram shown in Fig. 2, as the beam ratio increases,

SSIM increases. For the normalized hologram, although

the DE remains almost constant, the SSIM does not in-

crease as the classical hologram does. In the classical

calculation, SSIM takes the peak value of 0.964 around

BR of 1,000 then decrease. The reason is quantization

error as same as the amplitude hologram.

The bipolar intensity phase hologram gives SSIM of

0.870 and DE of 6.91 %, those are similar to the normal-

ized phase hologram. As mentioned in 2.4, the phase

modulation amplitude Δφ = 0.59π is used because it

gives the best DE for the sine-wave grating. However,

the hologram in the present paper is calculated from the

2D image and there is no guarantee that the value of

0.59π gives the best quality. Therefore, DE and SSIM

against Δφ are analyzed for the bipolar hologram and

the result is shown in Fig. 4. When Δφ increases, DE

is also increases. However, SSIM is going down and this

means increasing Δφ is not practical. In contrast, as Δφ
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Fig. 4 Diffraction efficiency and SSIM against phase
modulation amplitude for transmission phase
holograms

Table 2 Comparing DE and SSIM for various calcula-
tions of the transmission phase hologram

type DE [%] SSIM Δφ [π rad] beam ratio

classical 0.90 0.964 0.59 1,000
normalized 6.92 0.868 0.59 5,000
bipolar 6.91 0.870 0.59 -
bipolar2 3.15 0.966 0.38 -

decreases, the DE also decreases but the SSIM increases.

For example, when Δφ = 0.38π, DE decreases to 3.15 %.

However, SSIM reaches 0.966, as good as classical calcu-

lation with beam ratio of 1,000, but diffraction efficiency

is 3.5 times higher. It means that the image quality of the

transmission phase hologram can be controlled by chang-

ing the phase modulation amplitude.

The DE and SSIM for various transmission phase holo-

grams are summarized in Table 2. Among phase holo-

grams, the ‘bipolar2’ shows the best balanced values of

DE and SSIM. As shown in the Table, the phase hologram

provides more than ten times larger DE than that of the

amplitude hologram. However, SSIM is not as good as

the amplitude hologram. Therefore, it can be said that

the reconstructed image from the phase hologram is gen-

erally brighter but noisy to compare with the amplitude

hologram.

3.3 Evaluation of the Kinoform

Image quality of the Kinoform17)is evaluated to investi-

gate the performance of CGH with the optimized diffuser

instead of the random phase. 2D image and Kinoform size

are both 5122 pixel. The SSIM against the number of it-

erations are plotted in Fig. 5. Since the reconstructed

image size is same as the reconstruction image plane and

assuming no absorption in the CGH, the DE always takes

the value of 100 %. As shown in the figure, the SSIM in-

creases continuously as the number of iteration increases.

Figure 6 shows some examples of the reconstructed im-

age from the Kinoform. Figure 6(a) is the reconstructed

Fig. 5 SSIM against number of iteration for Kinoform

(a) Initial image with random phase (SSIM = 0.50)

(b) Image after 10 iterations (SSIM = 0.90)

(c) Image after 100 iterations (SSIM = 0.99)

Fig. 6 Reconstructed images from Kinoform

image from the initial Kinoform with random phase and

SSIM is as low as 0.50. After 10 iterations, SSIM is im-

proved as 0.90 as shown in Fig. 6(b). Figure 6(c) shows

the reconstructed image of 100 iterations

The image quality of the transmission phase hologram

may be also improved with optimized diffuser obtained

by such as the iterative Fourier transform algorithm18).

4. Conclusion

Image quality of CGH is evaluated objectively with the

diffraction efficiency (DE) and Structural Similarity In-
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dex (SSIM). Among several computation methods, bipo-

lar intensity method shows the best quality image. This

was known empirically, but was supported by objective

evaluation. In comparison between the amplitude holo-

gram and the phase hologram, it is found that the phase

hologram gives more than 10 times brighter but noisy

image. However, the phase modulation is assumed pro-

portional to the fringe intensity. Therefore, other type

phase holograms should be investigated. As a special

type phase hologram, Kinoform is evaluated. Although

the initial Kinoform with random phase does not show

the quality image, optimized phase with iteration method

provides quality image with 100 % diffraction efficiency.

Although both SSIM and the DE are used to evaluate

the image quality subjectively, it is required to investigate

the balance of these two values. For example, if the one

hologram has higher SSIM but lower DE, and the other

has lower SSIM but higher DE, how can we decide which

hologram is better? Since current results only evaluate

very simple Fourier holograms, evaluations for 3D image

is desired for the future work.
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