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JPEG 2000: Its History of 25 Years and the Future Prospect 

Fumitaka ONO†, ††(Honorary Member),  Osamu WATANABE‡ 

† Tokyo Polytechnic University,  †† The University of Tokyo,  ‡Takushoku University 

<Summary> This Invited Paper presents the 25 years history and the future prospect of JPEG 2000 standards. JPEG 2000 standards (ISO/IEC 

15444 series) have been produced by ISO/IEC JTC 1/SC29/WG 1 and common texts are also registered as ITU-T Recommendations (ITU-T 

T.800 series). JPEG 2000 Part 1 was born in year 2000 and from then around 15 parts have been standardized to compose JPEG 2000 family of 

standards. Main components of JPEG 2000 are DWT (Discrete Wavelet Transform), EBCOT (Embedded Block Coding with Optimal Truncation) 

and MQ coder. In JPEG 2000, a lot of functions for image built-up, image exhibition, image processing are integrated in the coding system and 

various extensions needed for specific applications are provided in the family standards. The coding performance is highly increased from original 

JPEG standard and JPEG2000 has been adopted in various fields such as Digital Cinema, Document Archives around the world, and PDF 

specifications. The recent update is the introduction of High-Throughput JPEG 2000 (HTJ2K) and the throughput is improved by an order of 

magnitude at the expense of slightly reduced coding efficiency. It is expected that the birth of HTJ2K would strongly accelerate the penetration of 

JPEG 2000 in the near future.  

Keywords: JPEG 2000, Standard, Still Image Coding, DWT, Throughput 

 

1. Introduction 

JPEG 2000 (ISO/IEC 11544 series | ITU-T T.800 series)1), 2) has 

been generated by ISO/IEC JTC 1/SC 29/WG 1, and its first 

standard, namely Part 1, was published on December 2000. JPEG 

2000 is a grand standard composed of 15 parts at this moment and 

it has given a great impact on the world. In this Invited Paper, we 

overview the 25 years history of JPEG 2000 and prospect its future.  

2. Background of the Birth of JPEG 2000 

The first still image coding standard known as JPEG3) Part 1 

(ISO/IEC 10918-1|ITU-T Rec.T.81) was published in 1992 (ITU-T) 

and 1994 (ISO/IEC). JPEG (Joint Photographic Experts Group) is 

the name of the team established to develop the standard under 

ISO/IEC and ITU-T. The JPEG committee then started the 

standardization of JPEG LS aiming the lossless coding, since the 

efficiency of lossless mode in JPEG standard was not so high. The 

Part 1 of JPEG LS1) (ISO/IEC 14495-1:1999 | ITU-T T.87:1998) 

was published with lossless and near-lossless coding capabilities.  

The JPEG standard did not soon get wide acceptance in 

supposed application areas. But in a few years, when the 

framework of JPEG LS was almost fixed, rise of digital camera 

market, popularization of Internet, digitization trend in printing and 

publishing companies have made JPEG to play the central role in 

the era of multi-media communications including Internet.  

In considering next standardization theme for JPEG team after 

the standardization of JPEG and JPEG LS, it was recognized that 

JPEG covers lossy coding and JPEG LS covers lossless coding. So 

if one sole method which will have lossy-to-lossless coding 

capability and better or equivalent coding efficiency to existing 

standards, it will be quite useful and to seek the method will worth 

standardization. Actually some coding methods, proposed as the 

candidates of JPEG LS, such as CREW4) from Ricoh Co. Ltd., had 

such possibilities and various desired functions not covered by 

existing standards were also raised to be included in the expected 

standard. For example, JBIG standard (ISO/IEC 11544 | ITU-T 

T.82) is a spin-off product from JPEG project to encode documents, 

and to unite the coding method of natural images and that of 

documents was also the theme to be solved for long time. 

The committee has decided to start the discussion of new 

expected standard, and it was named “JPEG 2000” which shows 

the new era and it would also mean a kind of almighty standard in 

the future. JPEG 2000 may be expressed as J2K hereafter. 

3. Procedure toward the Publication of J2K-1 

The New Work Item Proposal of JPEG 2000 was issued in June 

1996, and Call for Technical Contribution was issued in March 

1997, and the submission due was set to November 1997. In the 

submission of the proposal, in addition to the algorithm, the 

decoded copy of six different bitrates (from 0.0625 to 2.0 bit per 

sample) of test image set was requested to be attached, and the 

coded data amount of lossless compression was also requested. 

The number of proposed methods submitted to November 1997 

meeting was 24 and the committee started to evaluate the proposed 

methods, where image quality evaluation was done by both 

subjective and objective ways. In the evaluation taken in November 

1997 meeting at Sydney, DWT (Discrete Wavelet Transform) was 

adopted instead of DCT (Discrete Cosine Transform) used in JPEG, 

and WTCQ (Wavelet Trellis Coded Quantization) proposed by UA 

(University of Arizona) and SAIC (Science Applications 
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International Corp.) was selected as Base Method. Then Core 

Experiments were conducted in terms of desired features and 

complexity of algorithm. In the next meeting of March 1998, it was 

decided to create JPEG 2000 VM (Verification Model) which 

would lead to a reference implementation of JPEG 2000. In the 

succeeding meetings, various experiments and discussion were 

took place and the main components of JPEG 2000 were defined as 

DWT, EBCOT1) (Embedded Block Coding with Optimized 

Truncation) for Part 1, TCQ5) (Trellis Coded Quantization) for Part 

2, and MQ Coder1) for the arithmetic coding. By the way, Part 1 

was supposed to be Royalty and fee free and technologies not 

declared as free were moved to other Parts. 

About the ballot schedule, CD was issued in December 1999, 

FCD was issued in March 2000, and FDIS was issued in August 

2000, and IS was published in December 2000. So, as the name 

shows, JPEG 2000 was published strictly within year 2000. By the 

way, July 2000 meeting was settled beforehand, but it was 

impossible to issue FDIS in July meeting. So, August meeting was 

additionally set up only in order to issue FDIS. The case of having 

two meetings about one month duration was quite exceptional. 

4. Technologies of JPEG 2000 

4.1 Target images and desired features1), 2) 

JPEG 2000 was intended to create a new image coding standard 

satisfying following conditions.  

The standard should provide low bit-rate operation with 

rate-distortion and subjective image quality performance superior to 

existing standards, without sacrificing performance at other points 

in the rate-distortion spectrum, incorporating at the same time many 

interesting features.  

The target of images is as follows:  For different types of still 

images (bi-level, gray-level, color, multi-component, etc.), with 

different characteristics (natural images, medical, scientific, remote 

sensing, text, rendered graphics, etc.) allowing different imaging 

models (client/server, real-time transmission, image library archival, 

limited buffer and bandwidth resources, etc.) preferably within a 

unified system.  

The desired features are as follows: 

・Superior low bit-rate performance: Network image transmission 

and remote sensing are some of the applications that need this 

feature. 

・Lossless and lossy compression: The property of creating 

embedded bitstream to allow progressive lossy to lossless 

build-up is important. The highest quality is vital for medical 

images, or database transmission, and not necessary for display 

monitoring. In progressive transmission, reconstructing with 

increasing pixel accuracy or spatial resolution is essential 

depending on applications.  

・Region-of-Interest Coding: This feature allows users to define 

certain ROI’s in the image to be coded and transmitted with 

better quality and less distortion than the rest of the image. 

・Random codestream access and processing: In ROI’s coding, 

randomly accessed and/or decompressed will be important. Also, 

this ability would allow operations such as rotation, translation, 

filtering, feature extraction and scaling.  

・Continuous-tone and bi-level compression: This feature will 

include compound documents with images and text, medical 

images with annotation overlays, and graphic and computer 

generated images with binary and near to binary regions, alpha 

and transparency planes, and facsimile.  

・Tiling: The term ‘tiling’ refers to the partition of the original 

(source) image into rectangular non-overlapping blocks (tiles), 

which are compressed independently, as though they were 

entirely distinct images. All operations will be performed 

independently on the image tiles. 

4.2 Main components1), 2) 

Main components of JPEG 2000 will be DWT, EBCOT, and 

MQ coder. DWT is a multi-resolution transform and power of 2 

decompositions are allowed in the form of dyadic decomposition. 

The reason of selecting DWT rather than DCT was its high 

performance at low bit-rate. The DWT can be irreversible or 

reversible by changing filters. The default type of irreversible 

transform in Part 1 is implemented by means of the Daubechies 

9-tap/7-tap filter. The default type of reversible transformation in 

Part 1 is implemented by means of the 5-tap/3-tap filter. 

EBCOT is the coding concept of JPEG 2000 Part 1. The detail 

will be given in various books1) and papers2) related to JPEG 2000. 

In EBCOT, image is divided into codeblock units and DWT 

coefficients of each codeblock is decomposed into bit plane data. 

Each bit is then classified into one of significance propagation pass, 

magnitude refinement pass, and cleanup pass. The binary decision 

is coded by arithmetic coding, and the number of contexts is 

merged into nine. 

Concerning the entropy coder in strict sense, binary arithmetic 

coder named MQ coder was adopted in JPEG 2000. JPEG and 

JBIG adopted binary arithmetic coder named QM coder, which was 

invented jointly by IBM, Mitsubishi and ATT, and they were asking 

one time Royalty fee for using their patents. MQ coder, which is 

similar to QM coder but proposed by IBM and Mitsubishi is 

offered as Royalty and fee free. MQ coder is also adopted in JBIG2 

(ISO/IEC 14492| ITU-T T.88). 

4.3 Performance 

JPEG 2000 fully supports resolution scalability, spatial random 
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access, multi-spectral and hyper-spectral content, and non-iterative 

precise rate control were realized. It retains high coding efficiency 

from lossless all the way down to bit rates on the order of less than 

0.5 bits/pixel. Number of image components can be accommodated 

up to 16,384 components and 232 × 232 image size, at any precision 

in the range of 1 to 38 bits/sample. JPEG 2000 codestreams also 

support random access index information that can facilitate rapid 

access to regions and/or resolutions of interest. Together, these 

features make JPEG 2000 attractive for a wide range of scientific, 

medical, professional and military applications, but also to 

consumer imaging applications as resolutions continue to expand 

and high dynamic range imaging gains popularity. 

Some test results6) show that JPEG 2000 file sizes are smaller 

than those of JPEG by 53% at 0.25bpp, 36% at 0.5 bpp, 18% at 

0.75 bpp, and 11% at 1.0 bpp. The results mean that the 

improvement of coding performance from JPEG is larger at low bit 

rate, though distortion types of JPEG and JPEG 2000 at lower bit 

rate are fundamentally different. 

4.4 Lazy mode 

In EBCOT, bi-level information is encoded with arithmetic 

coding. So, it will cause time consuming issue to be solved in some 

applications. To cope this, some effort called as “selective 

arithmetic coding bypass” or “Lazy mode” has been done.  

Arithmetic coding bypass has been introduced as an optional 

method to encode the fifth or lower bit plane data of significant 

propagation pass and magnitude refinement pass. It means to 

output the input data directly or output the raw data. Since the 

entropy of lower bit plane data becomes larger in principle, the 

advantage of the use of arithmetic coding will become smaller. By 

using Lazy mode, coding time of lossless compression will be 

reduced to about 80% and the compression efficiency loss was not 

recognized, in some experiments. 

The idea of starting Lazy mode from earlier bit plane was 

proposed in October 2009 meeting and standardized as Part 2 

AMD4::Block coder extension, in June 2012. It is reported7) that by 

using this AMD, lossless compression time will be reduced to about 

60%, with the compression efficiency loss of around 3%. 

5. Application of JPEG 2000 

It can be said that the main field of JPEG 2000 applications are 

newly explored area requiring high quality or specific features 

where JPEG standard has not been tried to use.  

The most famous application of JPEG 2000 is Digital Cinema. 

DCI (Digital Cinema Initiative) was formed in March 2002, and 

selected JPEG 2000 for its compression standard in 2006. One of 

the main reasons to select JPEG 2000 is its hierarchical coding 

capability to produce 4K data by adding differential data to 2K data, 

since there are two image sizes of Digital Cinema theatre. It is also 

possible to edit and add the frames of the movie at any point since 

inter-frame correlation is not used in JPEG 2000. Also the fact that 

Royalty and fee is free for the usage of JPEG 2000 is quite 

important. 

Table 1 shows the list of Amendments8) to Part 1, created to be 

used for Digital Cinema. Currently these amendments are 

incorporated into the body of Part 1 in newer edition. 

JPEG 2000 has also become a de facto standard for media 

archival in many countries around the world. Some examples are 

Digital archive system in National Diet Library; Japan, National 

Archives of Japan. The Passport images and Drivers’ license 

images in Japan are also coded by JPEG 2000. JPEG 2000 is also 

adopted as image embedding method in PDF. 

One commercial application that makes extensive use of JPX 

composition, JPIP interactive communication, and the scalability 

and accessibility features of JPEG 2000, is the WAVcam9) wide 

area surveillance product10) by Innovative Signal Analysis, Inc.  

JPEG 2000 and JPIP are also deployed in astronomical 

content11) such as the HiRISE (high resolution Mars imaging) and 

JHelioviewer (high resolution Sun images) projects, and new 

wide-field radio telescopes12), such as the Square Kilometre Array 

(SKA), is creating unprecedented spatio-temporal views stretching 

back to the origin of the universe.  

6. HTJ2K 

To increase JPEG 2000 throughput and reduce the 

computational complexity of the current EBCOT, the 

standardization of another Part has begun. In March 2017, the new 

work of HTJ2K13) began, and a CfP (Call for Proposals) was issued 

at the July 2017 meeting. The scope includes: (a) The improvement 

of throughput will not cause substantial degradation of coding 

efficiency, (b) Transcoding with EBCOT in Part 1 is easily possible, 

(c) The algorithm can be realized with low-power assumption, (d) 

The mixed use of the new Part and other Parts in the JPEG 2000 

family of standards shall be possible. 

Finally, HTJ2K13), 14) was published in 2019, and the update of 

the codestream syntax in Part 1, the generation of conformance 

 
Table 1 Additional profiles and guidelines for digital cinema 
 

AMD Title 

AMD2 
Extended profiles for cinema and video production 
and archival applications 

AMD3 Guidelines for digital cinema applications 

AMD4 Profiles for broadcast applications 

AMD5 
Enhancements for digital cinema and archive profiles 
(additional frame rates) 
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testing of HTJ2K was also completed along the way. 

This High-Throughput (HT) block coding algorithm can be 

used in place of EBCOT in Part 1. The HT block coding algorithm 

increases decoding and encoding throughput and allows 

mathematically lossless transcoding to and from EBCOT in Part 1. 

This is achieved at the expense of some loss in coding efficiency 

and substantial elimination of quality scalability. The HT block 

coding algorithm, which may be called FBCOT (F for Fast), adopts 

a coding pass structure like that of EBCOT in Part 1. No more than 

three coding passes are required for any given code-block in the 

final codestream, and arithmetic coding is replaced with a 

combination of variable length coding tools, adaptive run-length 

coding, known as Block type MELCODE15), and simple 

bit-packing. The algorithm involves three passes: a significance 

propagation pass (HT SigProp coding pass), a magnitude 

refinement pass (HT MagRef coding pass), and a cleanup pass (HT 

Cleanup coding pass). 

The HT MagRef coding pass is identical to that of EBCOT in 

Part 1, operating in the bypass mode, except that code bits are 

packed into bytes in little-endian order. That is, the first code bit in 

a byte appears in its LSB, as opposed to its MSB. 

The HT SigProp coding pass is also very similar to that of 

EBCOT in Part 1, operating in the BYPASS mode, with the 

following two differences: 

▪ Code bits are again packed into bytes of the raw bitstream 

with a little-endian bit order, instead of big-endian bit packing 

order; and 

▪ The significance bits associated with a set of four stripe 

columns are emitted first, followed by the associated sign bits, 

before advancing to the next set of stripe columns, instead of 

inserting any required sign bit immediately after the same sample’s 

magnitude bit. 

The HT Cleanup coding pass, however, is significantly different 

from that of EBCOT in Part 1, and most of this new Part is devoted 

to its description. 

Aside from the block coding algorithm itself and the parsing of 

packet headers, the HT block coding algorithm preserves the syntax 

and semantics of other Parts of the codestream specified in Part 1. 

This allows mathematically lossless transcoding to/from legacy 

JPEG 2000. 

HTJ2K speeds up JPEG 2000 by an order of magnitude at the 

expense of a slight reduction in coding efficiency. HTJ2K retains 

JPEG 2000’s advanced features, with reduced quality scalability, 

while being faster and much more efficient than traditional JPEG 

(ISO/IEC 10918-1). This is achieved by replacing EBCOT of Part 1 

with FBCOT for today’s vectorized computing architectures. 

Optimized throughputs of HTJ2K software and GPU 

implementations are comparable to, if not higher than, those 

achievable with the original, and much less functional, JPEG-1 

algorithm. For example, 4K 4:4:4 36-bit/channel videos can be 

encoded to 2 bits/pixel at more than 90 fps and decoded at more 

than 140 fps on a 3.4GHz 4-core Skylake desktop processor, while 

a mid-range GTX 1080 GPU can decode the identical content at 

around 500 fps. Moreover, ultra-low-latency and high-throughput 

encoding can be achieved with an FPGA-based hardware 

implementation. The expected latency is a few dozen lines. This 

ultra-low latency enables the hardware encoder to achieve 

“sub-frame latency,” an important feature for streaming 

applications. 

HTJ2K preserves all features of JPEG 2000 Part 1, except for 

quality scalability. It is compatible with the extensions defined by 

JPEG 2000 Part 2, the interactive communication protocols defined 

by JPEG 2000 Part 9, and other parts of the JPEG 2000 family. It 

fully supports resolution scalability, efficient spatial random access, 

multi-spectral and hyper-spectral content, and high-throughput 

non-iterative precise rate control. It retains high coding efficiency 

from lossless compression down to bit rates of 0.5 bits/pixel. 

Unlike J2K-1, the HT coder is not fully embedded, and hence, 

quality scalability is largely sacrificed. 

HTJ2K16) codestreams can, however, preserve quality layer 

boundaries originally in J2K-1 codestreams by enabling truly 

reversible transcoding between HTJ2K and J2K-1. HTJ2K 

addresses the needs of professional video capture, editing, 

streaming, and contribution markets, including high-throughput 

lossless coding for high-precision and half-float content. HTJ2K 

simultaneously addresses a broad range of applications from 

point-to-point streaming to extremely efficient image capture, 

preview, and browsing. At the same time, high energy efficiency 

makes it an excellent candidate for mobile and satellite imaging 

applications. Finally, the accompanying JPH file format updates 

JPEG 2000 to support modern colour spaces, enabling HDR 

content with almost unlimited precision and allowing the 

representation of raw colour sensor data with custom colour filter 

array patterns. Finally, like JPEG 2000 Part 1, the HTJ2K standard 

is intended to be royalty-free. 

7. Current Structure 

As stated above, Part 1 of JPEG 2000 was issued on December 

2000. The subsequent parts were also developed in parallel. For 

example, on December 2000, Part 2 was at FCD stage, Part 3 and 

Part 4 were at CD stage, Part 5 was at FCD stage. Part 6 was at WD 

level. Part 7 was at PDTR stage, but later it was cancelled and its 

content was took into Part 4. The subsequent Parts were developed 

later and current structure is shown in Table 2.  

Part 1 defines the syntax of a JPEG 2000 codestream and 

baseline which means the minimum specification to be installed to 
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declare JPEG 2000 compatible. Part 1 also defines a basic file 

format called JP2, which allows metadata such as color space 

information to be provided with a JPEG 2000 codestream.  

Part 2 defines codestream and file format extensions including: 

multi-component transformations; more flexible wavelet transform 

kernels and decomposition structures; alternate quantization 

schemes; and non-linear point transforms. The Part 2 JPX file 

format extends the Part 1 JP2 file format to allow: more 

comprehensive color space descriptions and HDR sample 

representations; multiple codestreams; composition, cropping, 

geometric transforms; rich animations; descriptive metadata; and a 

rich metadata set for photographic imagery.  

Part 3 defines a file format for motion sequences of JPEG 2000 

images, where each image is coded as an independent JPEG 2000 

codestream. In original JPEG, committee missed to define official 

“Motion JPEG Format” and many proprietary formats were born in 

the world. So, this Part was born based on the lessons learned in 

JPEG standard.  

Part 4 specifies test procedures for both encoding and decoding 

processes defined in Part 1, including the definition of a set of 

decoder compliance classes. The Part 4 test files include both bare 

codestreams and JP2 files.  

Part 5 consists of two source code packages that implement Part 

1. One is written in C and the other is in Java. They are both freely 

available under open-source licenses.  

Part 6 defines the JPM file format for multi-page document 

imaging, which uses the Mixed Raster Content (MRC) model of 

ISO/IEC 16485. JPM is an extension of the JP2 file format defined 

in Part 1. Although it is a member of the JPEG 2000 family, it 

supports the use of many other coding or compression technologies, 

including JBIG2 and JPEG.  

Part 8 (JPSEC) standardizes tools to ensure the security of 

transaction, protection of contents (IPR), and protection of 

technologies (IP), and to allow applications to generate, consume, 

and exchange JPEG 2000 secured bitstreams.  

Part 9 (JPIP) defines tools for supporting incremental and 

selective access to imagery and metadata in a networked 

environment.  

Part 10 (JP3D) is the volumetric extension of JPEG 2000 Part 1. 

It explicitly defines the notion of an extra spatial dimension (the 

Z-dimension), extending key JPEG 2000 concepts such as tiles, 

precincts and code-blocks to all three dimensions, so as to provide 

region-of-interest accessibility properties in 3D. Part 10 also adds 

support for wavelet decomposition structures that extend 

hierarchically in all three dimensions. 

Part 11 (JPWL) defines tools and methods to achieve the 

efficient transmission of JPEG 2000 imagery over an error-prone 

wireless network. More specifically, Part 11 extends the elements in 

the core coding system described in Part 1 with mechanisms for 

error protection and correction. These extensions are backward 

compatible: decoders which implement Part 1 are able to skip the 

extensions defined in Part 11. By the way, Part 12 was “ISO base 

media file format” and as common to ISO/IEC 14496-12, it was 

withdrawn later. 

Part 13 defines an entry-level encoder implementation of Part 1. 

In image coding standard, usually definition of only decoding is 

needed since there is a freedom in encoding procedure. The reason 

why Part 13 was defined is to provide the example of parameters 

and suggestion for the implementation considered to be free from 

the fear of patents. This Part was proposed by Japan. 

Part 14 specifies an XML representation of the JPEG 2000 file 

format and marker segments, along with methods to for accessing 

the internal data of a JPEG 2000 image.  

As stated above, Part 15 speeds-up JPEG 2000 by an order of 

magnitude at the expense of slightly degraded coding efficiency. 

The resulting HTJ2K system retains JPEG 2000's advanced 

features, with reduced quality scalability, while being faster and 

much more efficient than traditional JPEG-1.  

Part 16 specifies the encapsulation of codestreams specified in 

the JPEG 2000 family of Standards into file formats derived from 

ISO/IEC 14496-12, including the file format specified in ISO/IEC 

23008-12, commonly referred to as HEIF (High Efficiency Image 

File Format). A revision is underway to support more flexible 

wrapping of all JPEG 2000 codestreams, including HTJ2K. 

Part 17 specifies two different types of breakpoint components, 

designated as “QuadBPT” and “TriBPT” components, with 

 
Table 2 Current structure of JPEG2000 

Part Title Year 

1 Core coding system 2024(Ed.5) 

2 Extensions 2023(Ed.3) 

3 Motion JPEG 2000 (MJ2 or MJP2) 2007 (Ed.2) 

4 Conformance 2024 (Ed.4) 

5 Reference software (Free) 2021 (Ed.3) 

6 Compound image file format 2013 (Ed.2) 

8 JPEG 2000 Secured (JPSEC) 2023 (Ed.2) 

9 Interactivity tools, APIs and protocols 2023 (Ed.2) 

10 Extensions for three-dimensional data 2011 (Ed.2) 

11 Wireless (JPWL) 2007 (Ed.1) 

13 An Entry-level JPEG 2000 Encoder 2008 (Ed.1) 

14 XML representation and reference 2013 (Ed.1) 

15 High-Throughput JPEG 2000 2019 (Ed.1) 

16 
Enhanced encapsulation of JPEG 2000 

images into ISO/IEC 14496-12 
2025( Ed.3) 

17 
Extensions for coding of discontinuous 
media 

2023 (Ed.1) 
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associated decoding and synthesis tools. Associated with the type of 

breakpoint component is a corresponding breakpoint-dependent 

wavelet transform, with its synthesis tools. The reconstruction 

procedures described in this Part produce individual sample values.  

8. Conclusion 

JPEG2000 was definitely produced as a state-of-the-art 

standard expected to spread in 21st century. As stated above, JPEG 

2000 project started with very high concern since JPEG standard 

has already gathered wide acceptance in the digitalized society, and 

there were some anticipation that JPEG 2000 may spread more than 

original JPEG and may bring huge sales or royalty income, if their 

charged patents will be adopted in the standard. The number of 

JPEG committee members was less than 30 before the start of 

JPEG 2000, but it has reached to 125 in July 1999 meeting, and this 

is still highest record of attendants of SC29/WG 1 meeting in 

person. The meeting style was also forced to change after starting 

JPEG 2000. Plenary of WG 1 meeting and HOD (Head of 

Delegation) meeting were newly introduced into SC29/WG 1, and 

such operation continued for long years.  

While JPEG 2000 Part 1 is now 25 years old, there are still 

rooms of utilizing its potential capability of JPEG2000 standards. 

The trend of increasing high resolution media and mobile 

multimedia communications will require the JPEG 2000’s parallel 

processing architectures, scalability, accessibility and interactive 

communication capabilities. Recent standardization of HTJ2K and 

additional Parts to the standards have enhanced these opportunities, 

and the emergence of new image media types, may work to still 

extend the technologies of JPEG 2000 families to fit them.  
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Parallel-Line Detection and Attitude Estimation from Omnidirectional Images 

Hideki KOMAGATA† (Member) 

†Tokyo University of Information Sciences 

<Summary> Omnidirectional (360°) cameras are being increasingly used for recording and presenting a wide range of scenes such as street views, 

dashboard cameras, real estate literature introductions, and drone imagery. As most of these scenes are captured using fisheye lenses with large 

distortion, omnidirectional cameras are not commonly used for three-dimensional shape measurement or image processing. Although various 

conventional methods have addressed these limitations by applying perspective projection transformation to 360° images, this transformation increases 

the processing time. A fundamental challenge in image recognition is the detection of straight and parallel lines. Accordingly, I propose a method to 

detect these lines directly from 360° images without using perspective projection transformation and then estimate the axial direction and camera 

attitude of the detected parallel lines. Through experiments, I compared the proposed method with conventional line detection using perspective 

projection and demonstrated a short processing time of the proposed method and accurate detection of parallel lines. The processing times of the 

proposed method were approximately 10 and 30 ms per frame for cameras with 2K and 4K resolutions, respectively. In addition, the detection accuracy 

of parallel lines was 87% when excluding environment factors. The attitude estimation errors were approximately 11° and 5° for 2K and 4K resolutions, 

respectively. 

Keywords: omnidirectional camera, 360° camera, camera calibration, parallel-line detection, attitude estimation 

 

1. Introduction 

Omnidirectional (360°) and fisheye cameras are widely 

used for purposes such as dashboard cameras, immersive 

video capture, and drone photography1),2). In addition, because 

these cameras can capture a wide range of scenes, they can be 

applicable to the introduction of real estate properties, 

reconstruction of buildings and natural structures in three-

dimensional (3D) space3)-5), and visual aids for robot 

navigation systems6),7). 

A fisheye camera is constructed with a specially processed 

lens that can capture images covering approximately 180° on 

a hemisphere. However, it cannot capture 360° images using 

only lens processing. Thus, Nayar developed an 

omnidirectional camera by attaching two fisheye lenses back-

to-back8). Alternatively, an omnidirectional view can be 

obtained using a general perspective projection camera and 

hyperbolic mirror9)-11). This approach based on a hyperbolic 

mirror relies on a single image, and thus it does not require 

stitching the boundaries of two or more images. However, its 

mechanism is complicated, and its structure impedes 

capturing the area along the optical axis. Currently, dual-

fisheye cameras are commercially available and becoming 

widely used1). Thus, this study was focused on dual-fisheye 

cameras. 

 

While omnidirectional and fisheye cameras allow to 

capture a wide range of scenes at once, they produce large 

imaging distortions. Many computer vision algorithms 

assume no distortion, hindering their application to 

omnidirectional or fisheye cameras. This is a major obstacle 

when measurements for tasks such as 3D reconstruction of the 

interior of buildings or robot navigation. Therefore, most 

existing studies have adopted a method of calibrating the 

internal camera parameters in advance and performing 

perspective projection image transformation12). However, this 

transformation requires coordinate calculations for all pixels, 

being computationally expensive. In addition, it stretches the 

periphery and reduces the resolution, which may affect 

subsequent processing. In particular, the computation time 

can be problematic when implementing the transformation in 

small devices such as autonomous mobile robots or drones. 

A basic challenging task in feature detection for computer 

vision is the detection of straight and parallel lines. For 

perspective projection images, the Hough transform13) is a 

common step, but its application is difficult for 

omnidirectional images because straight lines are projected as 

curved lines. 

I propose a method to directly detect straight and parallel 

lines in an omnidirectional image without requiring the 

perspective projection transformation. The proposed method 

does not require coordinate transformation for every pixel, 
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thereby reducing the calculation time. In addition, most 

straight lines in a real environment, especially inside a 

building, are either horizontal or vertical. Accordingly, I 

estimate the camera attitude from a group of parallel lines 

captured by photographing the inside of a building, and verify 

the accuracy of attitude estimation. The attitude is tentatively 

estimated in the first frame. From the second frame, it is 

updated based on the attitude estimated in the previous frame. 

Attitude estimation is important in robot navigation, drone 

control, and other applications. 

The contributions of this study are summarized as follows: 

i. I propose a method to directly detect parallel lines on 

an omnidirectional image without requiring a 

perspective projection transformation. 

ii. I propose an additional method to tentatively 

estimate the camera attitude from a set of parallel 

lines captured in the first frame. 

iii. The attitude of the current frame is updated 

considering the set of parallel lines appearing in the 

second and subsequent frames, as well as the attitude 

estimated in the previous frame. 

Furthermore, the assumptions and limitations of the 

proposed methods are described as follows: 

i. All frames in an omnidirectional image must include 

a Manhattan pattern, containing three orthogonal 

dominant directions that are often satisfied by man-

made structures14). Specifically, parallel-lines must 

appear along two or more orthogonal axes (X, Y, and 

Z axes) in the captured image. 

ii. The number of lines that are not parallel to any axis 

must be less than that of lines parallel to the X, Y, or 

Z axes. 

iii. The displacement between two adjacent frames 

must be small. 

2. Related Work 

Figure 1(a) shows an example of a dual-fisheye image 

captured using the RICOH THETA V omnidirectional 

camera, which has two fisheye lenses mounted back-to-back. 

The camera is manufactured by RICOH Corporation. 

Although the dual-fisheye image is the original image, it does 

not provide intuitive information. Therefore, panoramic 

conversion using equirectangular projection is often used, as 

shown in Fig.1 (b). Some omnidirectional cameras, including 

RICOH THETA V, can provide images in either the dual-

fisheye or equirectangular format.  

In computer vision, a calibration chart with a known shape 

can be placed within the scene before acquisition, and the 

camera position and attitude can be measured based on the 

points on the chart15). However, this method depends on the 

chart to be placed in advance. Conversely, visual 

simultaneous localization and mapping (SLAM)16), which 

allows to calculate the camera self-position and pose 

simultaneously based on 3D reconstruction from multiple 

captured image frames, has become widely used in recent 

years. Visual SLAM is performed by detecting corners, called 

key points, and matching them across frames. However, 

visual SLAM cannot be directly applied to omnidirectional 

images including dual-fisheye and equirectangular images 

because the corners in real space are distorted. Therefore, 

Caruso et al.17) converted hemispherical images captured by a 

fisheye camera into five perspective projection images and 

applied visual SLAM. Similarly, Kato et al.18) and Wang et 

al.19) cube-mapped an omnidirectional image onto six 

perspective projection images, as shown in Fig.1(c), to then 

apply visual SLAM. However, the abovementioned methods 

require coordinate calculations of perspective projection for 

all pixels, increasing the computational cost. 

In addition to visual SLAM, detecting straight and parallel 

lines is an important task in computer vision. For example, 

Kawanishi et al.20) performed 3D reconstruction using parallel 

lines acquired from a hyperbolic camera in a textureless 

environment. Pumarola et al.21), Fu et al.22), and Lee et al.23) 

improved the accuracy by adding parallel lines to estimation 

using conventional point-cloud-based SLAM. Furthermore, 

line detection is widely used for real-time lane detection in 

driving assistance systems24), 25). Hence, straight and parallel-

line features are expected to be useful for a variety of purposes. 

   

(a) Dual-fisheye image                      (b) Equirectangular image                    (c) Cube mapping image 

Fig. 1  Omnidirectional (360°) images 
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For general perspective projection images, the Hough 

transform13) or probabilistic Hough transform26) is often used 

to detect lines. However, this method cannot be directly 

applied to omnidirectional images, because straight lines are 

projected as curves, hindering voting under the Hough 

transform. Okuda et al.27) performed a perspective projection 

transformation on part of an omnidirectional image, detected 

lines using Canny edge detection28) and the probabilistic 

Hough transform26), and classified the detected lines into three 

types of parallel lines depending on whether they were within 

±10° of the horizontal, ±10° of the vertical, or in another 

orientation in an image. In addition, Zhang et al.29) detected 

vanishing points by fitting straight lines in the real space to 

conic sections in the omnidirectional image. Then, they 

performed a perspective projection transformation of the 

detected points on the conic section based on vanishing points 

and detected parallel lines by voting randomly sampled points. 

Their method restricts a perspective projection transformation 

to points on conic sections, which reduces computational cost. 

However it uses voting to detect lines, which can take a little 

longer to process. 

3. Proposed Method 

To avoid the high computational cost of the conventional 

method described in Chapter 2, I propose a method to directly 

detect straight and parallel lines in an omnidirectional image 

without requiring a perspective projection transformation or 

voting. In addition, I estimate the camera attitude from the 

obtained parallel lines. Figure 2 shows a flowchart of the 

proposed method, which is detailed in Sections 3.1–3.7. 

3.1 Initial settings for internal camera parameters 

Each fisheye lens used in omnidirectional cameras is 

generally designed to establish an equidistant projection 

model in which image height r projected onto the camera 

imaging surface and angle θ from the optical axis have the 

following proportional relation: 

� = ��,     (1) 

where f is the focal length of the lens. Using Eq. (1), the 

camera model that expresses the relation between any point 

coordinates � = ��� , �
�  on an image and unit direction 

vector V of that point in the camera coordinate system is given 

by30)  

� = �
 ��
�� ,    (2) 

�
 = � �����̂ tan �̂⁄ �,    (3) 

�̂ = √��� + ���,    (4) 

������ = �  �� − "�# ��⁄−  �
 − "
# �
⁄ $,   (5) 

where % = �"� , "
� represents the optical center coordinates 

on the image, and ��  and �
  are conversion coefficients 

between pixels and distance. By convention, the origin of the 

image coordinate system is set to the upper-left corner, the u 

axis in the image coordinate system is parallel to the X axis of 

the camera coordinate system, and the v axis of the image 

coordinate system is symmetrical to the Y axis of the camera 

coordinate system. Moreover, the optical axis is set as the Z 

axis of the camera coordinate system. The detailed derivation 

of these equations is provided in Appendix A. 

Variables �� , �
 , "� , and "
  are the internal camera 

parameters. For circular fisheye lenses (Fig. 1(a)), the optical-

axis center coordinate, �"� , "
�, is approximately the central 

coordinate of each circle. Assuming that each fisheye lens has 

a 180° angle of view, the following equation holds: 

�� ≒ �
 ≒ ' (⁄ ,    (6) 

where l is the diameter (in pixels) of each outer circle on the 

image. 

In this study, as illustrated in Fig.1 (a), one frame is 

captured with the omnidirectional camera, and procedure (B) 

 

Fig. 2  Flowchart of proposed method 

(D) Edges detection

(C) Capture next frame

(E) Straight line segments detection

(B) Initial settings for camera 

internal parameters

Start

(F) Initial frame 
or axes loss

(G) Parallel lines detection

(I) Detection of lines 

parallel to the X, Y, 
and Z axes of the 
previous frame

YES

No

(H) X, Y, and Z axes and 
attitude estimation

(K) Output of self-pose and 
lines

(J) X,Y,and Z axes 

updates

(A) Capture 1 frame

(L) Recalibration of camera internal parameters (optional)

(M) Error 
assessment
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described in Fig.2 is separately performed as follows for the 

left and right fisheye images: 

i) To detect only the outer circle, the captured image is 

binarized using a low threshold. In the experiments 

reported in Chapter 4, the binarization threshold is 30 

in an intensity range of 0–255. 

ii) Only the outermost contour is detected using a contour 

detection method31). 

iii) The detected contour is fitted to an ellipse32). The 

center coordinate of the ellipse is %, and its major axis 

is l. 

v) Parameters �� and �
 are calculated using Eq. (6). 

The results are considered as the initial values of the 

internal camera parameters. 

3.2 Edge detection 

In this Section, I explain procedures (C) and (D) from 

Fig.2. First, take a frame of a scene that contains parallel lines. 

Next, the captured 360° color image is converted into a 

grayscale image, which is used for edge detection. The widely 

used Y value (256 brightness levels) of the Y-Cb-Cr color 

space is used for grayscale conversion, and Canny edge 

detection28) is adopted. Canny edge detection requires 

adjustment of the detection sensitivity using hysteresis 

thresholds )*  and )�  and smoothing parameter + . In the 

experiments of this study, these parameters were empirically 

set to )* = 50, )� = 150, and σ = 3. Nevertheless, they 

are influenced by the scene environment and type of camera. 

The edges are then labeled using contour detection31) and 

divided into line segments. In this case, outer circles, as those 

shown in Fig.1(a), are also detected as edges. Therefore, a 

predefined mask image is used to filter edge labels located 

near the outer circles. 

3.3 Straight line detection 

In this Section, I explain procedure (E) from Fig.2. The 

edges detected in Section 3.2 are not necessarily straight lines 

segments in 3D space but may be curved instead. Only 

straight lines should be detected from the extracted edges. For 

distortion-free perspective images, the Hough transform13) is 

often used to detect straight lines. However, for an 

omnidirectional image, straight lines are projection-distorted, 

as shown in Fig.1(a), and the Hough transform cannot be 

applied directly. Therefore, I propose a method to detect 

straight lines in 3D space. 

Figure 3(a) illustrates a model comprising a straight line 

(between P0 and P2) and curved line (between P2 and P4) in 

3D space, and Fig.3(b) shows their projected images, 

�1 	 3 ∈ 50,1,2,3,48# , in the omnidirectional image. In the 

camera coordinate system, the unit direction vector from the 

camera focal point to 91 	 3 ∈ 50,1,2,3,48# is denoted as Vi, 

and the unit normal vector of the plane consisting of the focal 

point, 91 , and point 91:*  is denoted as ;1 . The relation 

between Vi and �1 is given by Eqs. (2)–(5). Vector Vi can be 

calculated using the coordinate values from the edge detected 

in Section 3.2 and internal camera parameters. Vector ;1 
can be calculated as follows: 

;1 = �<=�<>?|�<=�<>?|,    (7) 

where = denotes the cross product. 

Vector �1  has an error because �1  depends on the 

camera resolution and lenses do not necessarily comply with 

Eqs. (2)–(5). If �1 and �1:* are close, this has a large effect 

on the accuracy of ;1. Therefore, instead of calculating �1 
for all pixels on the edge, I select �1 at regular intervals of )A pixels and calculate Vi and ;1. 

If there is a straight line in the 3D real space, ;1 follows 

the same direction. In Fig.3 (a), as line 9B–9� is straight, ;B and ;* are equal. However, in actual calculations, the 

error in ;1  leads to consider the angle between adjacent 

planes as error angle C1 calculated as follows: 

C1 = cosG* ;1 ∙ ;1:*#,   (8) 

where ∙ denotes the inner product. 

If an edge is a straight line in the 3D real space, C1  is 

close to 0, whereas if it is a curved line, C1  is large. In 

 

(a) Lines and curves in 3D space 

 

(b) Projection of image in panel (a) 

Fig. 3  Straight line detection 
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addition, short straight lines may be noise, such as wall 

patterns. Therefore, edges where C1 is smaller than threshold )I are detected, and only edges longer than threshold )J are 

selected as straight lines. However, even if it is a 3D real curve, 

if it appears as a straight line from the field of view, C1 will 

be close to 0. Please note that this algorithm cannot exclude 

such curves. As multiple line segments may satisfy this 

condition, I assign index j to each line segment, and KL 

represents the line segments in the 3D real space that 

correspond to a selected edge. In addition, the total number of 

elements in KL is m, and thus M ∈ 50,… ,O − 18. 
3.4 Parallel-line detection 

In this Section, I explain procedure (G) from Fig.2. Figure 

4 shows an example of line segments KL 	 M ∈ 50,18# in the 

3D real space. The initial and final points of KL are denoted 

as 9L,P and 9L,Q, respectively, and the unit vectors pointing 

from the focal point to these points are denoted as �L,P and �L,Q, respectively. In addition, the unit normal vector of the 

plane formed by the focal point and KL  is denoted as ;RS 

(Fig.4 only shows ;BS ), while the angle between ;RS  and �T,P is denoted as UL,T,P, and that between ;RS and �T,Q is 

denoted as UL,T,Q, where V is the index of the line segment 

to be compared with KL , where V ∈ 5M + 1,… ,O − 18. In 

Fig.4, only the cases for M = 0 and V = 1 are shown. ;RS, UL,T,P, and UL,T,Q can be calculated as follows: 

;RS = �W,X=�W,Y��W,X=�W,Y�,    (9) 

UL,T,P = cos−1Z;M[ ∙ �V,s\,   (10) UL,T,Q = cos−1Z;M[ ∙ �V,e\.   (11) 

If KL and KT are parallel, angles UL,T,P and UL,T,Q are 

equal. Even if KL  and KT  are perpendicular, UL,T,P  and UL,T,Q are 0 and thus equal. Therefore, I define the difference 

between these angles as 

UL,T = �UL,T,P − UL,T,Q�    (12) 

and detect parallel lines that satisfy the following conditions: 

UL,T,P > )_ 	∩ 	UL,T,Q > )_ 	∩ 	UL,T < )b,  (13) 

where )_  and )b  are the corresponding angle thresholds. 

The line segments detected by the above method are divided 

into several groups. Let cd be the group of parallel lines with 

the k-th largest number of lines, where, e ∈ 50, … , f8 and f 

is the number of groups. Next, the orientation of the parallel 

lines within each group is estimated. Figure 5 illustrates two 

parallel-line groups, c* = 5gB, g*, g�8  and c� = 5gA, gI8 . 

Let the directional vectors of c*  and c�  in the camera 

coordinate system of the real space be h′*  and h′� , 

respectively. In addition, ;BS –;jS  are calculated for line 

segments gB –gI  using Eq. (9). If the parallel lines are 

accurately detected and calculated, the following relations 

hold: 

h′* ∥ ;BS = ;*S ,    (14) 

h′* ∥ ;*S = ;lS ,    (15) 

h′� ∥ ;AS = ;jS .    (16) 

However, as measurements inherently contain errors, 

averaging is applied to mitigate their effects. Specifically, as 

shown in Eq. (17), unit vectors of cross products are 

calculated for all line segments gL  in each group cd  and 

averaged to estimate direction vectors hdS  of the parallel line. 

heS = ∑ n ;MS=;M+1o
p;MS=;M+1o p		qgM ∈ cerO−1M=0 			  (17) 

Unit vectors hd of hdS  are given by: 

hd = hdS �hdS �� .    (18) 

3.5 Estimation of X, Y, and Z axes and attitude 

In this Section, I explain procedure (H) from Fig.2. As 

illustrated in Fig.6, the edges of many architectural 

environment images often establish three orthogonal axes 

denoted as X, Y, and Z. Therefore, I estimate the 

correspondence between the camera and 3D real space by 

assigning the parallel lines detected in Section 3.4 to the X, Y, 

Z, or another axis. As there is no definition for axes in real 

space to correspond to the X, Y, and Z axes, I assign the 

 

Fig. 4  Parallel line detection 

P1,s

P1,e

Straight lines in

3D real space

P0,s P0,e

Focal point
V0,e

V0,s

V1,s

V1,e

L0

L1

 

Fig. 5  Estimation of the orientation of parallel lines 
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parallel lines that are close to these axes in the camera 

coordinate system from the first captured frame as the 

corresponding axes. 

First, I estimate whether group c* of parallel lines with

the greatest number of lines corresponds to the X, Y, or Z axis. 

Let the axis to be estimated be β and the unit direction vectors

of the X, Y, and Z axes in the camera coordinate system be tu = �1,0,0�, tv = �0,1,0�, and tw = �0,0,1�, respectively.

By calculating the inner product of h* obtained by Eq. (18)

and tx (y ∈ 5z, {, |8), the axis (X, Y, or Z) closest to c*
can be estimated. Axis β corresponding to c*  can be

estimated as follows: 

} = arg		maxx∈5u,v,w8 h* ∙ tx. (19) 

Next, the second axis is estimated. Let γ indicate the group 

of parallel lines that are the most perpendicular to β and δ be 

the axis indicated by c� . Orthogonality can be calculated

using an inner product. Thus, γ is given by 

� = arg	min1∈5�..�8 h* ∙ h1 . (20) 

Then, like in Eq. (19), the second axis δ can be calculated 

as follows: 

� = arg	maxx∈5u,v,w8 h� ∙ tx. (21) 

Let the remaining axis be denoted as ε. If the unit direction 

vectors of the β, δ, and ε axes in the camera coordinate system 

are denoted as ��, ��, and ��, respectively, they can be

expressed as 

�� = h*, (22)

�� = h�, (23)

�� = h?=h��h?=h��. (24)

As β, δ, or ε correspond to X, Y, or Z, they can be 

collectively expressed as � = ��u,�v,�w�  or �y  (y ∈
5z, {, |8). 

3.6 Update of X, Y, and Z axes 

In this Section, I explain procedures (F)–(K) from Fig.2. 

From the second frame onward, new axes ��S  ( y ∈

5z, {, |8) and their unit vectors ���  are estimated by using

the previously estimated frame axes � . This estimation

assumes no considerable movement between the current and 

previous frames. 

Angle threshold )� is defined to determine whether line

segment g1  detected in Section 3.3 is close to axis �x
from the previous frame. If the set of parallel lines judged to 

be parallel to �x is �x, it can be calculated as follows:

B� = �g1 				p)� > �
l − cosG* �x ∙ ;1#�. (25) 

Then, as in Eqs. (17) and (18), axes �x are updated as

follows: 

�xS = ∑ � ;<=;<>?|;<=;<>?|		pg1 ∈ �x�1 , (26) 

�x� = �xS ��xS �� , (27) 

where �x  or �x�  is the vector that represents the

camera attitude. However, conversion into angle notation is 

often convenient in practice. For example, converting �x�
into Euler angles �x  (y ∈ 5z, {, |8) following the X Y Z

convention is given by33) 

�u = tanG* G��,��
��,�� , (28) 

�v = tanG* ���,��
��,�� cos�u�, (29) 

�w = tanG* G��,��
� ,�� . (30) 

In the experiments reported in Chapter 4, error evaluation 

is performed using Euler angles �x.

3.7 Calibration of internal camera parameters 

This Section presents procedure (L) from Fig.2, which is 

optional. Many omnidirectional cameras conform to the 

equidistant projection model established by Eqs. (1)–(5) 

(Section 3.1), but this model is not necessarily accurate. 

Komagata et al.30) used distortion parameters ¡* , ¡� , ¡A ,¡I , e* , e� , eA , and eI , expressed the deviation from the

projection method of the fisheye lens in detail using Eqs. (2), 

(4), (5), (31), (32), and (33), and proposed a method to 

calibrate these parameters using horizontal and vertical 

parallel lines. 

�
 = � �¢�¢�̃ tan �̃⁄ � (31) 

�̃ = √�¢� + �¢� (32) 

��¢�¢� = �¡* + ¡A ¡�¡I ¡A¡* ¡� + ¡I
�
⊺
����
�������� + Z1 + ∑ e1�̂�1I1¥* \ ������ (33)

Fig. 6  X, Y, and Z axes in real environment 
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I use this procedure for recalibration. However, as three 

axes are extracted in Section 3.6, two axes are arbitrarily 

selected. In addition, false detection of parallel lines reduces 

the calibration accuracy. Thus, in the experiments reported in 

Chapter 4, lines likely to be erroneous are manually removed 

from �x, and only the distortion parameters are calibrated. 

4. Experimental Results and Discussion 

4.1 Experimental methods 

I used the RICOH THETA SC and V cameras with 

resolutions of 1920 × 1080 and 3840 × 1920 pixels, 

respectively. They are dual-fisheye omnidirectional cameras 

and can record both still images and videos. A stereo plate 

(SLIK Plate II 201152) was attached to a handheld tripod, and 

both cameras were fixed on top of the plate in parallel. I 

moved with the tripod and captured five videos while walking 

down the hallways and stairs of a university campus. The 

hallways showed Manhattan patterns, but the stairs did not 

show these patterns. I deliberately included hallways and 

stairs in the videos for evaluation.  The videos were shot at 

29.97 fps for 29, 24, 13, 14, and 27 s, obtaining recordings of 

840, 630, 420, 510, and 810 frames, respectively. 

For each video captured by each camera, I extracted 

parallel lines and estimated their axes in each frame, following 

the steps in the flowchart shown in Fig.2. The corresponding 

thresholds were determined through trial and error in a 

preliminary study as follows: )A = 10  pixels, )I = 5° , )J = 50 pixels, )_ = )b = 5°, and )� = 10°. Setting )I–)�  to large values and )A  to a small value increased the 

detection sensitivity. Although these values should be 

adjusted for each camera, for experimental comparison, the 

same values were used for both the RICOH THETA SC and 

V cameras. 

For the experiment, each omnidirectional camera captured 

two fisheye images, as shown in Fig.1(a). Euler angles �x 

(y ∈ 5z, {, |8) in Eqs. (28)–(30) were separately calculated 

for the left and right images. Let the Euler angles for the i-th 

frame (0 ≤ i ≤ n) of the left image be �x,§,1, and those of the 

right image be �x,¨,1. If the method detailed in Chapter 3 is 

accurate, �x,§,1  and �x,¨,1  should displace simultaneously. 

Therefore, I define the error for the i-th frame as follows: 

©1 = *
A∑ p��x,§,1 − �x,§,1G*� − ��x,¨,1 − �x,¨,1G*�px , (34) 

and the average error over n frames as follows: 

ª = *
« ∑ ©1«1¥* .    (35) 

I calculated errors ©1  and ª  for the five videos and 

measured the processing time per frame on a general-purpose 

personal computer to consider whether the proposed method 

was practical. To measure the processing time, I used a 

Windows 11 computer equipped with an Intel Core i7-11700 

CPU and Micron 2210 SSD. I also created a C++ language 

code in Visual Studio 2022 and OpenCV 4.7.0. 

Furthermore, I simulated the conventional method 

proposed by Okuda et al.27) (Conv. A) and a model that 

approximates Conv. A to the method of Zhang et al.29) (Conv. 

B) using the following procedure and conditions to 

quantitatively evaluate the processing time and parallel-line 

detection accuracy: 

i) In Conv. A, perspective projection images are 

separately created for the left and right dual-fisheye 

images, as shown in Fig.1(a). The sizes of the 

perspective projection images during conversion are 

the same as the sizes of the original images (i.e., 1920 

× 1080 and 3840 × 1920 pixels for RICOH THETA 

SC and V, respectively). In Conv. B, this process is 

skipped. 

ii) The perspective projection images of Conv. A or the 

dual-fisheye images of Conv. B are represented in 

grayscale using the Y value of the Y-Cb-Cr color 

space. 

iii) The edges in the grayscale images are detected using 

the Canny method with the same parameters as those 

for the proposed method that is, )* = 50, )� = 150, 

and + = 3. 

iv) In Conv. A, the probabilistic Hough transform is 

applied to the obtained edges. In Conv. B, only the 

obtained edges are transformed into perspective 

projection coordinates, and then the probabilistic 

Hough transform is applied. The thresholds are 

empirically set as follows: distance resolution of the 

voting space ¬ = 1 pixel, angular resolution of the 

voting space � = 1°, and voting threshold )­ = 100. 

In addition, detected line segments should be at least 

50 pixels long. If the distance between the lines is 

within 5 pixels, the segments are considered to be 

connected. 

v) Among the line segments detected in step iv), those 

within ±10° with respect to the horizontal are drawn in 

red on the perspective projection image obtained in 

step i) as horizontal parallel lines. Similarly, segments 

within ±10° with respect to the vertical are drawn in 

blue as vertical parallel lines. Segments that do not fit 

into any of these categories are drawn in green. 
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vi) A visual check is performed every 100 frames to verify 

the correctness of step v), and the number of lines that 

are successfully classified is determined. In addition, 

lines that failed the consecutive verification are 

classified as failures due to environment (e.g., 

detecting handrails on stairs) or other factors. 

It should be noted that although Conv. B is close to the 

method of Zhang et al.29), the algorithm is not identical. 

Similarly, using the proposed method, I visually check the line 

segments every 100 frames to confirm whether they are 

correctly classified and divide the results into three patterns: 

success, failure due to environment factors, and failure due to 

other factors. Then, I determine the number of line segments 

per pattern. 

In step i), the fisheye image coordinates corresponding to 

the coordinates of the perspective projection image are 

calculated by applying the following equations for every pixel. 

����
$ = ®"� + ���¢�̄ �̃⁄"
 − �
�¢�̄ �̃⁄ °,   (36) 

�̄ = tanG* �̃,    (37) 

�̃ = √�¢� + �¢�,    (38) 

��¢�¢� = �  ±� − "�² # ��²⁄−  ±
 − "
′# �
²⁄ $,   (39) 

where ³ = �±� , ±
�  represents the coordinates on the 

perspective projection image, ��� , �
� represents the fisheye 

image coordinates corresponding to ³ , �̃  is the distance 

from the optical center when the focal length is assumed to be 

1 in the perspective projection model, and �̄ is the angle with 

respect to the optical axis. In addition, �� , �
 , "� , and "
 

are the internal camera parameters for the fisheye image, and 

the same values of the proposed method described in Section 

3.1 are used. Variables ��², �
², "�² , and "
′ are the internal 

camera parameters for the perspective projection image that 

can be set arbitrarily. Thus, "�²  and "
′ are set to half the 

image size of the perspective projection image, while ��² and �
²  are both set to 333 to capture a wide angle. Equations. 

(36)–(39) correspond to the inverse transformations of Eqs. 

(2)–(5). In addition, as the omnidirectional images captured 

with the RICOH THETA SC and V cameras are input in 

formats tilted by 90° as shown in Fig.1(a), additional 90° 

rotations are added. 

4.2 Experimental results for initial estimation of 

internal camera parameters 

In this Section, I present the experimental results of 

procedures (B), initial settings for internal camera parameters, 

and (L), recalibration of internal camera parameters (optional), 

from Fig.2.  

As described in Section 4.1, video images were captured 

using both the THETA SC and V cameras, and the first frame 

was used to calculate the initial values of the internal camera 

parameters separately for the left and right fisheye images 

using the method described in Section 3.1. The calculation 

results are listed in Table 1. Next, 20 frames were randomly 

selected from the video, and the distortion parameters were 

calibrated as described in Section 3.7. The calibration results 

are listed in Table 2. 

Section 4.3 presents the comparison of the computational 

speed between the method including the distortion parameters 

and conventional method. Section 4.4 presents accuracy 

evaluation of the methods with and without distortion 

parameters. 

4.3 Experimental results and discussion for calculation 

time using conventional method 

As mentioned in Section 4.1, five videos were captured 

using the RICOH THETA SC and V omnidirectional cameras, 

and the calculations detailed in Chapter 2 (processing 

according to the flowchart shown in Fig.2) were performed. 

The conventional method described in Section 4.1 was also 

applied to the same videos. The calculation times (in 

milliseconds) required for these processes per frame are listed 

in Table 3. The columns of (a) and (d) in Table 3 show the 

computation times of the proposed method, and columns of 

(b) and (c) show the computation times of the conventional 

 Table 1  Initial values of internal camera parameters 

 THETA SC THETA V 

Left image Right image Left image Right image 

Cu 476 1,442 925 2,910 

Cv 480 480 950 950 

fu 300 300 615 615 

fv 300 300 615 615 

 

Table 2  Calibration results of distortion parameters 

 THETA SC THETA V 

Left image Right image Left image Right image 

¡* 4.92×10-2 -5.95×10-3 -1.87×10-2 4.83×10-3 

¡� 3.47×10-3 1.95×10-2 -3.84×10-2 2.61×10-2 

¡A -4.08×10-2 1.50×10-2 -9.05×10-3 2.12×10-2 

¡I -1.02×10-1 -1.37×10-2 4.27×10-2 -2.00×10-2 

e* 3.66×10-2 -4.83×10-2 -1.51×10-2 7.84×10-3 

e� -2.10×10-2 2.31×10-3 6.91×10-3 3.81×10-3 

eA 1.76×10-3 2.67×10-4 2.51×10-3 1.57×10-3 

eI 1.81×10-3 -1.06×10-5 9.20×10-4 3.90×10-4 
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methods. In addition, columns (a), (b), and (c) of Tables 3 list 

the times required to detect straight lines, and column(d) lists 

the time required to detect parallel lines and estimate axes 

after line detection by the proposed method listed in column 

(a). None of the values include the time required for image 

input/output or drawing. The last two rows of Table 3 show 

the average values separately calculated for the SC and V 

cameras. 

In Table 3, the average for the SC camera of column (a) is 

1/15.5 of column (b) and 1/5.5 of column(c). The average for 

the V camera of column (a) is 1/19.1 of column (b) and 1/5.5 

of column (c). Therefore, the proposed method can detect 

straight lines much faster than the conventional method. 

I analyze the factors that lead to the abovementioned 

results. The proposed method directly judges whether each 

line is a straight line by applying the coordinates of the 

detected edges to the relevant equations. Conversely, the 

Hough transform or its probabilistic version used in the 

conventional method requires voting and thresholding, which 

increase the calculation time. In addition, the perspective 

projection transformation used in Conv. A requires 

calculating the corresponding coordinates for every pixel in 

the transformed image. In other words, under the 

experimental conditions for the SC camera described in 

Section 4.1, approximately 4 million calculations are required 

for 1920 × 1080 pixels × 2 images (left and right) per frame. 

Under the experimental conditions for the V camera, 

approximately 15 million calculations are required for 3840 × 

1920 pixels × 2 images per frame. Although the calculation 

time can be reduced to some extent by setting a small image 

size after conversion, it is still expected to take a long time in 

this case. The calculation time for the proposed method listed 

in column (a) of Table 3 is approximately 10 ms for every 2-

megapixel SC image and 30 ms for every 7-megapixel V 

image. Therefore, the processing time required is roughly 

proportional to the number of pixels. In addition, as the SC 

and V cameras can process 100 and 30 frames per second, 

respectively, real-time processing is possible when using the 

CPU of a commercial personal computer. 

The calculation time for processing after line detection of 

column (a) of Table 3, that is, the processing time for 

procedures (F)–(K) (Fig.2), is listed in column (d) of Table 3. 

This process takes approximately 0.1 ms, regardless of the 

difference between the images from the SC and V cameras. 

As the value is smaller than that listed in column (a) of Table 

3, the processing load is negligible in most cases. 

4.4 Experimental results and discussion for comparing 

line detection with conventional method 

Figure 7 shows parallel-line detection and attitude 

estimation results obtained from the proposed method. 

Figures 7(a) and (b) show results from the THETA SC camera, 

and Figs.7(c) and (d) show results from the THETA V camera. 

In addition, Figs.7(a) and (c) show results without the 

recalibration of the internal camera parameters described in 

Section 3.7 (procedure (L) from Fig.2), and Figs.7(b) and (d) 

show results with recalibration. The models in Figs. 7(a)–(d) 

are called SC-c, SC-rc, V-c, and V-rc, respectively. The green, 

red, and blue curves in Fig.7 are determined to be parallel to 

the X, Y, and Z axes of the world coordinate system, 

respectively, and the axes on the top center of the images are 

the camera attitudes separately estimated for left and right 

images. The attitudes are also color-coded in green, red, and 

blue for the X, Y, and Z axes, respectively. Attitude estimation 

is further discussed in Section 4.5. 

Figure 8 shows an example of parallel-line detection 

using the conventional method proposed by Okuda et al.27) 

(Conv. A) involving steps i)–v) presented in Section 4.1 for 

the RICOH THETA SC camera. The red and blue curves 

indicate detection of lines parallel to the horizontal and 

vertical axes, respectively. The green curves represent parallel 

lines that are neither horizontal nor vertical. For a Manhattan 

image like that shown in Fig.6, green represents the Z axis. In 

the left peripheral area of the right-side image in Fig.8, Moiré 

patterns are detected using Conv. A. However, the accuracy 

 Table 3  Calculation time in milliseconds per frame 

Model and 

video 

number 

Line detection time comparison (d) 

Processing 

after (a).  

(a)  

Proposed. 

(b)  

Conv. A  

(c)  

Conv. B  

SC 1 9.778 151.960 42.394 0.083 

SC 2 11.530 173.709 73.670 0.078 

SC 3 11.064 171.435 73.464 0.110 

SC 4 9.624 153.423 41.261 0.090 

SC 5 10.718 167.268 59.753 0.101 

V 1 30.351 564.851 135.220 0.101 

V 2 33.429 613.213 204.874 0.109 

V 3 30.147 595.923 188.312 0.156 

V 4 26.126 546.961 132.574 0.068 

V 5 32.559 598.625 171.627 0.109 

SC Ave. 10.543 163.559 58.108 0.092 

V Ave. 30.522 583.915 166.521 0.109 
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difference between Conv. A and proposed methods cannot be 

determined by visual inspection alone. 

As described in step vi) of Section 4.1, I quantitatively 

compared the parallel-line detection accuracy of the proposed 

and conventional methods (Conv. A and Conv. B). Table 4 

represents the results for SC and V images using the proposed 

method, Conv. A, and Conv. B. Row (i) (Success) in Table 4 

lists the number of successfully detected lines, including 

identification of the X, Y, or Z axis, while rows (ii) and (iii) list 

the numbers of lines that failed to be detected. Specifically, 

row (iii) corresponds to failures owing to environment factors 

such as the slope of stairs, reflection of the cameras, and Moiré 

patterns during perspective projection transformation. Row 

(ii) lists the number of false positives for factors other than 

those listed in row (iii). Row (iv) lists the percentage of 

success (row (i)) in the total number of detections, i.e., 

 i# Z i# +  ii# +  iii#\⁄ . Row (v) lists the percentage of success 

when environmental factors are excluded i.e.,  i# Z i# +  ii#\⁄ . 

In addition, row (vi) shows the model averages for SC and V 

images from row (v) for the proposed and conventional 

methods. 

From the results listed in rows (iv) and (v), no large 

difference is observed between columns (a) and (b), between 

columns (c) and (d), and between columns (e) and (f). 

Therefore, the difference in model (resolution) does not affect 

the parallel-line detection accuracy. However, the accuracy in 

row (vi) of Conv. A and Conv. B is 70.5% and 76.7%, 

respectively, while that of the proposed method is 87.3%. 

Hence, the proposed method improves the parallel-line 

detection accuracy by 10.6% compared with the conventional 

   

(a) Results without recalibration of SC images (SC-c)  (b) Results with recalibration of SC images (SC-rc) 

   

(c) Results without recalibration of V images (V-c)   (d) Results with recalibration of V images (V-rc) 

Fig. 7  Results of parallel line detection and attitude estimation using proposed method 

 

 

Fig. 8  Results of parallel-line detection using conventional method 
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method, thereby achieving a high accuracy. The proposed 

method utilizes the state of the previous frame to detect 

horizontal and vertical parallel lines, which may have affected 

the improvement in accuracy. 

4.5 Experimental results and discussion for attitude estimation 

In this Section, I analyze the attitude estimation accuracy 

of the proposed method. I measured average error e (Eq. (35)) 

of the attitude estimation described in Section 4.1 for the four 

models, namely, SC-c, SC-rc, V-c and V-rc, using the 

proposed method. Table 5 lists the results of the 

measurements for the five videos and their averages and 

standard deviations (in degrees). Comparing the average 

values of each model in Table 5, columns (c) and (d) show 

approximately half the error of columns (a) and (b). The 

number of pixels in the RICOH THETA V camera is twice as 

many horizontally and approximately twice as many 

vertically as those in the RICOH THETA SC camera, 

possibly contributing to reduce errors. The average in column 

(b) is 6% lower than that in column (a), and the average in 

column (d) is 16% lower than that in column (c). Therefore, 

recalibration has some effect. The most accurate condition V-

rc in column (d) shows an average attitude estimation error of 

less than 5°. 

Next, the change in error per over a time series is 

discussed. Figure 9 shows the results of calculating 

intraframe error ©1  (Eq. (34)) for models SC-c, SC-rc, V-c, 

and V-rc and frames from 1 to 200 of video 1. The horizontal 

axis in Fig.9 represents the frame number, and the vertical axis 

represents error Di (in degrees). The errors for all the models 

in Fig.9 vary, showing large fluctuations. Although model V-

rc (panel (d)) has a temporary error close to 30°, the attitude 

estimation error remains below 3° in most frames. 

To analyze the cause of this unusual error, I obtained Euler 

angles EX, EY, and EZ (Eqs. (28)–(30)) of model V-rc from 

frame 1 to 200 of video 1. The results are shown in Fig.10. As 

the Euler angles are calculated independently for the left and 

right fisheye images, two broken lines are obtained in each 

graph in Fig.10. In Fig.10(a), the results for the left and right 

images change roughly symmetrically, while in Fig.10(b), 

they have a similar change trend. Although almost no change 

is observed in Fig.10(c), around frame 145, the left image 

temporarily changes drastically. To investigate the underlying 

cause of this change, I obtained the parallel line detection and 

attitude estimation results for frame 145 using model V-rc. 

The results are shown in Fig.11. The left image in Fig.11 

shows that the slope of the stairs is detected as a parallel line. 

This is a straight line that does not fit on any of the X, Y, or Z 

axes in Fig.6, In other words, this frame does not show a 

Manhattan pattern, leading to false detection caused by an 

attitude estimation error. Other frames also contained parallel 

lines that could not be detected, and these two causes were 

assumed to be the major sources of error. 

Attitude estimation is difficult when the image does not 

show Manhattan patterns. Conversely, the proposed method 

can estimate the attitude with an average accuracy of less than 

5° using only the camera image when Manhattan patterns 

appear. 

5. Conclusion 

I propose a method to detect straight and parallel lines 

Table 5  Comparison of average error e (in degrees) of attitude 

estimation using proposed method 

Video 

number 

(a) SC-c (b) SC-rc (c) V-c (d) V-rc 

1 13.024 11.090 6.777 5.636 

2 7.917 9.395 5.034 4.131 

3 10.557 10.984 4.026 2.825 

4 14.747 13.886 4.990 4.997 

5 13.317 10.681 6.969 5.716 

Ave. 11.913 11.207 5.559 4.661 

SD. 2.410 1.470 1.133 1.080 

 

  

Table 4  Results of comparative experiment on parallel-line detection accuracy 

 
Proposed Conv. A Conv. B 

(a) SC-c (b) V-c (c) SC-c (d) V-c (e) SC-c (f) V-c 

(i) Success 809 1402 699 1347 1123 1388 

(ii) Fail. (non-env.) 125 192 290 569 316 456 

(iii) Fail. (env.) 200 375 282 506 372 491 

(iv) Success rate 1 Z=  i# Z i# +  ii# +  iii#\⁄ \ 71.3 % 71.2 % 55.0 % 55.6 % 62.0 % 59.4 % 

(v) Success rate 2 Z=  i# Z i# +  ii#\⁄ \ 86.6 % 88.0 % 70.7 % 70.3 % 78.0 % 75.3 % 

(vi) Ave. of (v) 87.3 % 70.5 % 76.7 % 
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directly from 360° images and estimate the attitude. Straight 

lines are detected from extracted edges that are fit to a fisheye 

projection model. Parallel-lines are detected by separating 

them into the X-, Y-, and Z-axis components, assuming that 

the image contains Manhattan patterns. The attitude is 

estimated in the first frame and subsequently updated from the 

second frame based on the attitude of the previous frame. The 

proposed method can detect parallel lines with higher 

accuracy than conventional methods in 360° images. When 

environmental factors are eliminated and Manhattan patterns 

appear in the images, the detection accuracy of parallel lines 

by the proposed method is 87.3%, an improvement of 10.6% 

compared with the 76.7% accuracy of the conventional 

method. Moreover, the proposed method can detect lines 

much faster than conventional methods. In particular, even 

when using a 4K camera with resolution of 3840 × 1920 

pixels, calculations can be completed in approximately 30 ms 

per frame using the CPU of commercial and inexpensive 

personal computer. In other words, even in embedded systems 

where it is difficult to use a graphics processor, the proposed 

method may enable real-time detection of parallel lines, and it 

may be possible to use the method in future implementations 

for 3D reconstruction and navigation control of robots. 

Using a 3840 × 1920 pixel omnidirectional camera, 

attitude estimation reaches an accuracy of approximately 5°. 

However, the attitude estimation error may temporarily 

(a) SC-c (b) SC-rc (c) V-c (d) V-rc 

Fig. 9  Euler error from frames 1–200 of video 1 

(a) Euler angle EX (b) Euler angle EY (c) Euler angle EZ 

Fig. 10  Euler angles from frames 1–200 of video 1 

Fig. 11  Results of parallel line detection and attitude estimation using proposed V-rc model for frame 145 of video 1 
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increase due to non-detection or erroneous detection of 

parallel lines caused by compositions other than Manhattan 

patterns. If this factor can be eliminated algorithmically or by 

other means, it may be possible to use the technology as a  

replacement for gyro sensors used in drones and robot 

navigation systems. Visual SLAM is being actively 

researched for robot navigation as a calculation method based 

on point clouds. However, detecting feature points is difficult 

in some environments and the visual SLAM accuracy may be 

improved by combining it with the proposed line detection 

method. 
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Appendix A. Equidistant projection camera model 

In the equidistant projection model described by Eq. (1), 

the angle and distance are proportional. When this 

relationship is modeled, the imaging surface of a 

complementary metal-oxide-semiconductor (CMOS) camera 

is expressed as a hemisphere, as illustrated in Fig.12 (a). 

However, because calculations are difficult on a hemisphere, 

I assume a virtual plane, as shown in Fig.12 (b). The 

coordinates of the object on this virtual plane are ���, ���, while 

the distance between the object and coordinate origin is �̂, 

and the positions where the following equation holds define 

the virtual plane: 

�̂ = ´
µ = �.   (A1) 

The distance between the virtual surface and camera focal 

point is denoted as d. Due to the nature of the equidistant 

projection model, d is a function of �̂. From Fig.12 (b), the 

following equation holds: 

´̂
¶ = tan�.   (A2) 

By substituting Eq. (A1) into Eq. (A2), the following equation 

is obtained: 

· = ´̂
¸¹º ´̂.   (A3) 

From Eq. (A3), Eqs. (2)–(4) hold. Next, the spatial 

coordinates in Fig.12 (b) are converted into digital coordinates, 

as illustrated in Fig.12 (c). Usually, the vertical axis of a 

digital image is opposite to that of the spatial coordinates, and 

the upper-left corner is set as the origin. Therefore, if the 

magnification coefficients are ���, �
�, then Eq. (5) holds. 
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Call for Late Breaking Papers  

  The 9th IIEEJ International Conference on  
Image Electronics and Visual Computing 2026 

(IEVC2026) 
Hiroshima Univ., Hiroshima, Japan / March 16-19, 2026 

https://www.iieej.org/en/ievc2026/ 

The International Conference on Image Electronics and Visual 
Computing 2026 (IEVC2026) will be held in Hiroshima City, Japan, 
on March 16-19, 2026, as the 9th international academic event of 
the Institute of Image Electronics Engineers of Japan (IIEEJ). The 
conference aims to bring together researchers, engineers, 
developers, and students from various fields in both academia 
and industry for discussing the latest researches, standards, 
developments, implementations and application systems in all 
areas of image electronics and visual computing.  

Venue: 
Hiroshima University Kasumi Campus, Hiroshima City, Japan 

Paper Submission: 
The official language is English, and authors should submit their papers as PDF through the online 
submission system at the following IEVC2026 official website: https://www.iieej.org/en/ievc2026/ 
The paper submission guide and IEVC formats (TeX format / MS Word format) are also provided at 
this site. (Submissions to the General Papers category have already closed.) 

Late Breaking Papers: 
Papers submitted for this category will be accepted for the conference with simple checking. The 
paper length is 1 page, and authors can select one from the following two types: 1) Technical 
papers or 2) Art/Demo papers. The Late Breaking Papers will NOT be published in the IEEE Xplore 
Digital Library. 

Important Dates 
- Paper Submission (1 page): Jan. 9, Friday, 2026 
- Notification of Acceptance: Jan. 23, Friday, 2026 
- Camera-Ready Submission (1 page): Jan. 30, Friday, 2026 

Contact: 
IEVC2026 Secretariat 
The Institute of Image Electronics Engineers of Japan (IIEEJ) 
E-mail: ievc2026-contact@iieej.org

82

https://www.iieej.org/en/ievc2026/
https://www.iieej.org/en/ievc2026/
mailto:ievc2026-contact@iieej.org


Call for Papers 
Special Issue on 

Image-Related Technology for Social Contribution 
IIEEJ Editorial Committee 

In recent years, global environmental issues, declining birthrates and increasing aging populations, disaster 

prevention and mitigation, and the correction of regional disparities have become increasingly serious, diverse, and 

complex. Amid these challenges, advances in imaging and video technologies, sensing technologies, AI, robotics, 

drone utilization, and data analytics have led to expanded applications of imaging and electronic technologies. 

These technologies are now being utilized not only to solve problems and improve efficiency in various 

fields—such as disaster prevention and mitigation, medical and welfare support, education and cultural promotion, 

environmental conservation, and regional revitalization—but also to create new forms of social value. At the same 

time, when implementing such technologies in modern society, it is necessary to consider aspects such as fairness, 

ethics, and privacy. Efforts are therefore required to rebuild the relationship between technology and society in a 

desirable and sustainable manner. 

In this special issue, we invite various categories (general paper, short paper, system development paper, 

data paper, practice-oriented paper) of papers under the theme of “Social Contribution.” We would be grateful if 

you could submit your papers on this special issue. 

1. Topics covered include but not limited to

Regional Revitalization, Regional Problem Solving, Disaster Prevention, Disaster Recovery, Education,

Medicine, Healthcare, Home Life, Welfare, Safety and Security Technologies, Crisis Management,

Wearable Devices, VR/AR, Smartphone Applications, Universal Design, Affective design, Usability, UI/UX,

Ergonomics, Accessibility, AI Utilization, Automation, Robotics, Drone Utilization, Data Analysis, Digital

Archiving

2. Treatment of papers

Submission paper style format and double-blind peer review process are the same as the regular paper. If

the number of accepted papers is less than the minimum number for the special issue, the acceptance paper

will be published as the regular contributed paper. We ask for your understanding and cooperation.

3. Publication of Special Issue:

IEEJ Transactions on Image Electronics and Visual Computing Vol.15, No.1 (June 2027)

4. Submission Deadline:

Friday, October 30, 2026

5. Contact details for Inquires:

IIEEJ Office E-mail: hensyu@iieej.org

6. Online Submission

URL: http://www.editorialmanager.com/iieej/
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Revised: January 6, 2017 

Revised: July 6, 2018 

Revised: Dec. 10, 2024 

Guidance for Paper Submission 
1. Submission of Papers 

(1) Preparation before submission 
・ The authors should download “Guidance for Paper Submission” and “Style Format” from the 

“Academic Journals”, “English Journals” section of the Society website and prepare the paper 
for submission. 

・ Two versions of “Style Format” are available, TeX and MS Word. To reduce publishing costs 
and effort, use of TeX version is recommended. 

・ There are four categories of manuscripts as follows: 
 Ordinary paper: It should be a scholarly thesis on a unique study, development or 

investigation concerning image electronics engineering. This is an ordinary paper to 
propose new ideas and will be evaluated for novelty, utility, reliability and 
comprehensibility. As a general rule, the authors are requested to summarize a paper 
within eight pages. 

 Short paper: It is not yet a completed full paper, but instead a quick report of the partial 
result obtained at the preliminary stage as well as the knowledge obtained from the said 
result. As a general rule, the authors are requested to summarize a paper within four 
pages. 

 System development paper: It is a paper that is a combination of existing technology or it 
has its own novelty in addition to the novelty and utility of an ordinary paper, and the 
development results are superior to conventional methods or can be applied to other 
systems and demonstrates new knowledge. As a general rule, the authors are requested 
to summarize a paper within eight pages. 

 Data Paper: A summary of data obtained in the process of a survey, product development, 
test, application, and so on, which are the beneficial information for readers even though 
its novelty is not high. As a general rule, the authors are requested to summarize a paper 
within eight pages. 

 Survey Paper: A summary of existing Research and Developments, organized under 
some viewpoint, compared for the sake of positioning purpose, observed as the changes in 
generations. Comprehensive references, overall perspective, objective evaluation, are 
needed without advertising specific organizations. It is also appreciated that the status 
and problems of the field, and the effect of them to the researchers and concerned people 
are undersood by the author, and the resulant paper encourages the new entry into the 
field, accelerates further development of related technologies, and prompts the 
development in even other fields or brand new researches. As a general rule, the authors 
are requested to summarize a paper within eight pages.  
 

・ To submit the manuscript for ordinary paper, short paper, system development paper, or data 
paper, at least one of the authors must be a member or a student member of the society. 

・ We prohibit the duplicate submission of a paper. If a full paper, short paper, system 
development paper, or data paper with the same content has been published or submitted to 
other open publishing forums by the same author, or at least one of the co-authors, it shall 
not be accepted as a rule. Open publishing forum implies internal or external books, 
magazines, bulletins and newsletters from government offices, schools, company 
organizations, etc. This regulation does not apply to a preliminary draft to be used at an 
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annual meeting, seminar, symposium, conference, and lecture meeting of our society or other 
societies (including overseas societies). A paper that was once approved as a short paper and 
being submitted again as the full paper after completion is not regarded as a duplicate 
submission. 

 
(2) Submission stage of a paper 
・ Delete all author information at the time of submission. However, deletion of reference 

information is the author’s discretion. 
・ At first, please register your name on the paper submission page of the following URL, and 

then log in again and fill in the necessary information. Use the “Style Format” to upload your 
manuscript. An applicant should use PDF format (converted from dvi of TeX or MS Word 
format) for the manuscript. As a rule, charts (figures and tables) shall be inserted into the 
manuscript to use the “Style Format”. (a different type of data file, such as audio and video, 
can be uploaded at the same time for reference.) 

http://www.editorialmanager.com/iieej/ 
・ If you have any questions regarding the submission, please consult the editor at our office. 

 
Contact: 
Person in charge of editing 
The Institute of Image Electronics Engineers of Japan 
3-35-4-101, Arakawa, Arakawa-Ku, Tokyo 116-0002, Japan 
E-mail: hensyu@iieej.org 
Tel: +81-3-5615-2893, Fax: +81-3-5615-2894 

 
2. Review of Papers and Procedures 

(1) Review of a paper 
・ A manuscript is reviewed by professional reviewers of the relevant field. The reviewer will 

deem the paper “acceptance”, “conditionally acceptance” or “returned”. The applicant is 
notified of the result of the review by E-mail. 

・ Evaluation method 
Ordinary papers are usually evaluated on the following criteria: 
 Novelty: The contents of the paper are novel. 
 Utility: The contents are useful for academic and industrial development. 
 Reliability: The contents are considered trustworthy by the reviewer. 
 Comprehensibility: The contents of the paper are clearly described and understood by 

the reviewer without misunderstanding. 
 

A short paper can be evaluated by having a quickness on the research content and evaluated 
to have new knowledge with results even if that is partial or for specific use, apart from the 
novelty and utility of an ordinary paper. 
 
A system development paper is evaluated based on the following criteria, apart from the 
novelty and utility of an ordinary paper. 
 Novelty of system development: Even when integrated with existing technologies, the 

novelty of the combination, novelty of the system, novelty of knowledge obtained from 
the developed system, etc. are recognized as the novelty of the system. 

 Utility of system development: It is comprehensively or partially superior compared to 
similar systems. Demonstrates a pioneering new application concept as a system. The 
combination has appropriate optimality for practical use. Demonstrates performance 
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limitations and examples of performance of the system when put to practical use. 
 

A data paper is considered novel if new deliverables of test, application and manufacturing, 
the introduction of new technology and proposals in the worksite have any priority, even 
though they are not necessarily original, apart from the novelty and utility of an ordinary 
paper. Also, if the new deliverables are superior compared to the existing technology and are 
useful for academic and industrial development, they should be evaluated. 
 
A survey paper is evaluated by comprehensiveness, overviewing point, and objectiveness 
apart from the novelty of an ordinary paper. Reliability, comprehensibility, completeness of 
reference papers are common to those in an ordinary paper. Utility is evaluated how the 
paper will enlighten the readers in the target fields. 

 
(2) Procedure after a review 
・ In case of acceptance, the author prepares a final manuscript (as mentioned in 3.). 
・ In the case of acceptance with comments by the reviewer, the author may revise the paper in 

consideration of the reviewer’s opinion and proceed to prepare the final manuscript (as 
mentioned in 3.). 

・ In case of conditional acceptance, the author shall modify a paper based on the reviewer’s 
requirements by a specified date (within 60 days), and submit the modified paper for 
approval. The corrected parts must be colored or underlined. A reply letter must be attached 
that carefully explains the corrections, assertions and future issues, etc., for all of the 
acceptance conditions. 

・ In case a paper is returned, the author cannot proceed to the next step. Please look at the 
reasons the reviewer lists for the return. We expect an applicant to try again after reviewing 
the content of the paper. 

 
(3) Review request for a revised manuscript 
・ If you want to submit your paper after conditional acceptance, please submit the reply letter 

to the comments of the reviewers, and the revised manuscript with revision history to the 
submission site. Please note the designated date for submission. Revised manuscripts 
delayed more than the designated date be treated as new applications. 

・ In principle, a revised manuscript willl be reviewed by the same reviewer. It is judged either 
acceptance or returned. 

・ After the judgment, please follow the same procedure as (2). 
 
3. Submission of final manuscript for publication 

(1) Submission of a final manuscript 
・ An author, who has received the notice of “Acceptance”, will receive an email regarding the 

creation of the final manuscript. The author shall prepare a complete set of the final 
manuscript (electronic data) following the instructions given and send it to the office by the 
designated date. 

・ The final manuscript shall contain a source file (TeX edition or MS Word version) and a PDF 
file, eps files for all drawings (including bmp, jpg, png), an eps file for author’s photograph 
(eps or jpg file of more than 300 dpi with length and breadth ratio 3:2, upper part of the body) 
for authors’ introduction. Please submit these in a compressed format, such as a zip file. 

・ In the final manuscript, write the name of the authors, name of an organizations, 
introduction of authors, and if necessary, an appreciation acknowledgment. (cancel macros in 
the Style file) 
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・ An author whose paper is accepted shall pay a page charge before publishing. It is the 
author’s decision to purchase offprints. (ref. page charge and offprint price information) 

 
(2) Galley print proof 
・ The author is requested to check the galley (hard copy) a couple of weeks before the paper is 

published in the journal. Please check the galley by the designated date (within one week). 
After making any corrections, scan the data and prepare a PDF file, and send it to our office 
by email. At that time, fill in the Offprint Purchase Slip and Copyright Form and return the 
scanned data to our office in PDF file form. 

・ In principle, the copyrights of all articles published in our journal, including electronic form, 
belong to our society. 

・ You can download the Offprint Purchase Slip and the Copyright Form from the journal on our 
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